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Algorithms and communication: 
A systematized literature review
Algoritmos y comunicación: 
Revisión sistematizada de la literatura

Dr. Berta García-Orosa. Professor, Department of Communication Sciences, Universidade de Santiago de
Compostela (Spain) (berta.garcia@usc.es) (https://orcid.org/0000-0001-6126-7401)
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Dr. Jorge Vázquez-Herrero. Assistant Professor, Department of Communication Sciences, Universidade de
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ABSTRACT
The influence of algorithms on society is increasing due to their growing presence in all areas of daily life. Although we are
not always aware of it, they sometimes usurp the identity of other social actors. The main purpose of this article is to address
the meta-research on the field of artificial intelligence and communication from a holistic perspective that allows us to analyze
the state of academic research, as well as the possible effects on these areas and on the democratic system. To this end, we
carried out a systematized review of recent literature using quantitative and qualitative approaches. The subject analyzed is
changing and novel: it includes the impact and interaction of algorithms, bots, automated processes, and artificial intelligence
mechanisms in journalism and communication, as well as their effects on democracy. The results show expanding scientific
production, mostly in English, based on theoretical discussion or focused on the perception of communication professionals.
The object of study is centered mostly on journalism and democracy, and to a lesser degree on ethics or education. Studies
indicate great interest in the effects of the use of algorithms on journalism and democracy, but the answers are still uncertain
and the challenges for the coming years are significant.

RESUMEN
La influencia de los algoritmos en la sociedad es cada vez mayor a través de una presencia creciente en todos los ámbitos
de la vida diaria, sin que seamos conscientes de ello y, en ocasiones, usurpando la identidad de otros actores sociales.
El artículo tiene como propósito principal abordar la metainvestigación sobre el campo de la inteligencia artificial y la
comunicación, desde una perspectiva holística que permita analizar el estado de la investigación académica, así como los
posibles efectos en estas dos áreas y en la convivencia en un sistema democrático. Para ello se lleva a cabo una revisión
sistematizada de la literatura reciente desde enfoques cuantitativos y cualitativos. La temática analizada es cambiante y
novedosa; incluye el impacto y la interacción de algoritmos, bots, procesos automatizados y mecanismos de inteligencia
artificial en el periodismo y la comunicación, así como su efecto en la democracia. Los resultados dibujan una producción
científica en expansión, mayoritariamente en inglés, basada en la discusión teórica o centrada en la percepción de los
profesionales de la comunicación. El objeto de estudio mayoritario se sitúa en el periodismo y en la democracia, con menor
implicación de la ética o la educación. Los estudios señalan un gran interés sobre los efectos del uso de algoritmos sobre el
periodismo y la democracia, pero las respuestas son todavía inciertas y los retos para los próximos años importantes.
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Artificial intelligence, communication, journalism, democracy, public opinion, review.
Inteligencia artificial, comunicación, periodismo, democracia, opinión pública, revisión.
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1. Introduction
Algorithms have become actors in the social, economic, political, and cultural spheres in recent

years. Daily life and the decisions people make are increasingly tied to mathematical models and big data,
”with varying degrees of opacity as to how they operate, in whose interest, and with what implications”
(Thurman et al., 2019). Though at times algorithms may replace people’s decision-making with software
(Broussard et al., 2019), at other times they increase the commodification of audiences (García-Orosa,
2018), pre-designing so-called algorithmic audiences (Eldridge et al., 2019). “Algorithms have become
a widespread trope for making sense of social life” (Ziewitz, 2017), and they have a greater capacity to
shape the public sphere than at other times in their history (Broussard et al., 2019).

However, this situation does not exist in isolation; rather, it is part of a stage in digital communication
characterized by events that are designed by the use of algorithms and that characterize the fourth wave
of digital communication: digital platforms. These digital platforms have become actors in all phases of
communication, the intensive use of artificial intelligence and big data, the uncritical use of technology, and
the heightened striving for engagement with the audience, alongside three great challenges for democracy:
a) polarization; b) fake news, deepfakes and astroturfing; and c) echo chambers and bubble filters (García-
Orosa, 2022). This situation has led to noteworthy changes in the profession, in research, and in the
teaching of journalism and communication, as well as in the public sphere and democratic society. The
use of bots and artificial intelligence in political campaigns and referenda has been extensively studied in
recent years (García-Orosa et al., 2021), with results that point not only to algorithms’ direct influence on
results but also towards a reconfiguration of the public sphere (Papakyriakopoulos et al., 2018; Helberger,
2019). Democracy will have to be reimagined in the new communication paradigm (Castells, 2022).

At the same time, the scientific community is taking on an object of study whose strength lies, in part,
in the concealment of its functioning, identity, and objectives. The growing influence of algorithms in
economic, political, social, and media systems in recent years has been accompanied by a skyrocketing
increase in scientific research in those fields. We are witnessing a turning point, not only because of the
changes that the pandemic has produced in communication and public opinion but, above all, because of
the need to update research methods in order to make sense of an ever-changing object of study. Meta-
analysis allows us to take a snapshot of scientific knowledge about an area and point out its shortcomings.
In previous studies, such as the review of the scientific literature on communication in the Spanish-speaking
world between 2013 and 2017 (Piñeiro-Naval & Morais, 2019), the issues addressed in this paper had
yet to become influential. Currently, a literature review is needed to document milestones and forecast
upcoming challenges. This article seeks to review scientific research on algorithms and communication
from a holistic perspective that allows us to study their different uses in journalism and political and
organizational communication, as well as their effects on these fields and democratic society. To that
end, we conducted a quantitative and qualitative systematic review of recent literature.

2.Material and methods
To analyze the recent scientific research on the intersection of AI and the field of communication,

specifically journalism, political and organizational communication, and democracy, we conducted a
systematic literature review. The study employed a systematic, scientifically-rigorous approach in the
gathering, evaluation, analysis, and synthesis of data (Grant & Booth, 2009). The main objective was to
evaluate the current state of research on a changing and novel topic that includes the impact and interaction
of algorithms, bots, automated processes, and artificial intelligence mechanisms in journalism, political
communication and organizations, as well as their effect on democracy. This frame of reference will
allow us to advance current knowledge and suggest future areas of research, based on the identification
of trends, strengths, and weaknesses in published studies (Shahnazi & Afifi, 2017). We developed the
following research questions:

• RQ1. What are the characteristics of scientific research on artificial intelligence and communi-
cation?

• RQ2. What are the objects of study andmethods employedwithin scientific research on artificial
intelligence and communication?
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• RQ3. What are the main areas of scientific research on artificial intelligence and communica-
tion?

Two scientific databases were used in the data collection phase: Web of Science (Clarivate Analytics)
and Scopus (Elsevier). The selected articles include the terms in English, since the indexed publications’
title, abstract, and keywords are in that language) and meet the conditions set forth in the search equation
(Figure 1). The following additional inclusion criteria were considered: articles published in scientific
journals, published between 2017 and 2021 (including some that were published online first), and in the
categories of communication (Web of Science) and social sciences (Scopus).

The resulting set of documents consisted of 64 articles from Web of Science (SSCI), 230 articles from
Scopus, and 111 articles found in both (in total, 405). In evaluating the dataset, the title, abstract, and
methods were verified to apply a series of exclusion criteria based on adequacy and quality. First, we
verified how each document deals with the object of study of this review, discarding the articles that did
not deal with the relationship between artificial intelligence and the field of communication as defined in
the search equation. Secondly, we made sure the articles met the standards of scientific rigor, though we
also assumed they did because they are published in journals listed in the indicated databases. The final
sample consists of 243 documents1.

The parameters for qualitative analysis of the selected documents are presented in Table 1, which
represents the systematic categorization of each article as indicated by the review guidelines (Codina,
2018), implemented manually and by a single coder. Finally, a visualization of the Scopus results (n=194)
for the analysis of co-citation and keywords in both databases is created with the VOSviewer software.
However, due to limitations in the import and export of cited references, we were not able to combine
the visualization of co-citation in WoS and Scopus. Subsequently, we performed a qualitative analysis of
the documents and highlighted the areas analyzed within them.
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3. Analysis and results
3.1. Bibliometric analysis

RQ1 (What are the characteristics of scientific research on artificial intelligence and communication?)
was answered first. A substantial amount of research, based on 243 articles, was conducted on AI between
2017-2021. Over the years, interest has increased (Figure 2).

Articles on AI and communication were found in 97 different scientific journals, including, but not
limited to, “Digital Journalism” (44 articles), “New Media & Society” (18), “Media and Communication”
(12), “Journalism Practice” (10), and “Profesional de la Información” (9) (complete list in appendix1). Most
of the articles are published exclusively in English (86.4%, Table 2). The presence of Spanish-language,
Russian, and Slovenian journals in the impact indices ensures the publication of articles on this subject in
other languages. Open access, through the journals themselves, is available for 58.4% of the articles.

Nearly 37% percent of articles have only one author, while the majority have at least two (Table 2).
Men make up 63.3% of authors, and the remaining authors are women. In 60.6% the lead author is male;
however, this variable has error-inducing limitations in its coding, and in 1.4% of the articles it was not
possible to determine the lead author’s gender.

Themain authors, among the 9,391 identified in the co-citation analysis carried outwith the documents
retrieved in Scopus (n=194), are Nicholas Diakopoulos (149), Seth C. Lewis (102), Matt Carlson (95),
Neil Thurman (77), Philip N. Howard (76), Chris W. Anderson (74), Natali Helberg (72), Andreas
Graefe (64), Rasmus Kleis Nielsen (63), and Nic Newman (61). Therefore, the preeminent authors
in the study of AI’s intersection with communication are largely from American and British universities.
Appendix2 presents the co-citation graph for authors with at least 20 citations, where the most frequently-
cited authors make up a cluster colored in red.

The 515 authors of the articles analyzed are affiliated with institutions across 37 countries (appendix3).
The top five are the United States (128; 24.9%), Spain (54; 10.5%), the United Kingdom (49; 9.5%),
Germany (37; 7.2%), and the Netherlands (30; 5.8 %).

In the systematic literature review, we analyzed the articles’ objects of study to answer RQ2 (What
are the objects of study and methods of scientific research on artificial intelligence and communication?).
A total of 844 keywords were assigned in the articles in both WoS and Science; from the keyword graph
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(Figure 3), which represents the 73 terms with a frequency greater than or equal to three, we identified
seven initial clusters. The largest group (depicted in red) covers journalism, AI, algorithms, platforms, and
social media. A second cluster (depicted in yellow) represents automated, robotic, and computational
journalism. The third cluster (in orange) corresponds to disinformation. Among the remaining clusters,
the most significant represents the field of political communication.

The keyword analysis is a first look at the object of study, which we complemented with a detailed
analysis following a reading of the article. The results (Table 3) indicate that the most studied topic is
the impact of artificial intelligence on journalism, taking into account its influence on news production,
audiences, and the profession. Secondly, researchers studied AI’s effects on the public sphere, democracy,
and political communication.

To a lesser extent, researchers studied the connection between AI and web platforms, fundamentally
those of social media. Other aspects analyzed are related to the rise of misinformation and fact-checking
initiatives; scientific research itself, metascience and the agenda for future research; the impact on
communication and organization management; ethical and regulatory issues; and education and digital
literacy.

Regarding the methods used (Table 3), a significant number of articles (26.7%) focus on a theoretical-
conceptual discussion without an explicit methodology, which can be added to the set of literature reviews
(5.4% of articles) to form a group of theoretical articles. Researchers employed various methodologies in
studying artificial intelligence in the field of communication, with a focus on the perception of practitioners,
experts, and consumers in numerous studies, as seen in interviews, surveys, and focus groups (21.3%).

Data analysis methods (14.2%), generally applied to social networks, have a specific value due
to the significant connection between platforms and algorithms. Content analysis, both quantitative
and qualitative, is the fourth most commonly-employed methodology, followed by case studies. Other

© ISSN: 1134-3478 • e-ISSN: 1988-3293 • Pages 9-21



C
om

un
ic
ar
,7

4,
X
X
X
I,

20
23

14

methodological approaches appear less frequently, such as experiments, field work, methodological
discussion, and participatory research.

The impact of the articles reviewed is limited by the short amount of time since publication, since
the period covered is 2017-2021. Still, the articles are frequently cited, with an average of 12 citations
each, in a total of 2,913. Appendix 4 lists the ten most frequently-cited articles according to the databases
consulted, whose authors include 20 men and 7 women4.

3.2. Qualitative interpretation: From news production to pre-constructed audiences
Algorithms have been used in scientific literature for data extraction and interpretation, especially in

content analysis and experiments (Broersma & Harbers, 2018; Yarchi et al., 2020). However, in recent
years, algorithms themselves have become an object of study, either because of their influence on some of
the traditional actors in politics, economy, society, or culture, or because of their role as political actors.

This section is structured based on the qualitative results of the systematic review of the literature
carried out to answer RQ3 (What are the main areas of scientific research on artificial intelligence and
communication?). Research in recent years has centered on several main narratives: the influence of
algorithms on democracy, the effects of algorithms on the media and audiences, and the significance of
algorithmic determination of consumption. The following is a review of the approach and results of the
studies conducted on these topics.

3.2.1. Influence on democracy
As noted in the introduction, the literature indicates that the widespread use of algorithms greatly

influences the functioning of democratic political systems, and that bots’ influence also continues to grow
(Montal & Reich, 2017; Santini et al., 2018), especially during campaign season. Research on this topic
focuses on a technical definition of algorithms and primarily seeks to develop detection systems through
machine learning (Häring et al., 2018; Dubois & McKelvey, 2019). Meanwhile, in the social sciences,
researchers question the health of democracy due to the spread of fake news (Bimber & Gil-de-Zúñiga,
2020), as well as astroturfing campaigns that can manipulate and sow uncertainty (Zerback et al., 2021).

Today, doubt has been cast on some concepts that were otherwise widely accepted in recent years,
such as bubble filters (Puschmann, 2019). Some studies indicate that social media reinforce existing
attitudes (Ohme, 2021). Others discuss social media’s influence on the public sphere (Kaluža, 2021).
There also are studies that question the validity of the term. Haramba et al. (2018) propose a historical
interpretation from the perspective of the commodification of readership (García-Orosa, 2018). The goal
of satisfying readers’ habits, even with false, misleading, or biased information, stems from the attention
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economy and is a fundamental principle of algorithms that satisfies users by captivating them (Seaver, 2018).
In this sense, Schjøtt-Hansen and Hartley (2021) analyze algorithms and news selections to describe the
evolution from distributing news content to readers/viewers treated as segments of consumer groups to
algorithmically constructing individual readers/viewers as aggregate data points.

After a decade of euphoria about platforms’ potential to empower citizens, disinformation, fake news,
incitement to hatred and the Cambridge Analytica scandal, among others, have engendered mistrust
(van-Dijck, 2020). Scientific literature highlights the risks in algorithms’ potential to slander and the
defenselessness of the media and citizens, as pointed out by Lewis et al. (2019). The authors draw
attention to two relevant issues: the difficulty in finding guilty parties in defamation cases and in finding
defenses as powerful as those wielded by the platforms.

These influences on democracy have led some authors to speak of ”algorithmic culture” (Gilbert, 2018)
and potential threats to democratic values. In recent years, scholars have called for legislative reforms to
address the new challenges that online communication poses for democratic values or specific issues such
as legislation on bots (Jones & Jones, 2019), privacy and facial recognition (Leong, 2019), or incidences
of racism caused by algorithms (Turner-Lee, 2018).

3.2.2. Journalism and media
State-of-the-art technology has affected the practice of journalism in recent years (López-García &

Vizoso, 2021), and the use of algorithms has sparked debates about the industry’s core definition and
foundation. Researchers have coined different names for the use of algorithms, (Vállez & Codina, 2018)
among which automated, algorithmic, or robot journalism are the most used. Under this label, scholars
have analyzed, fundamentally from the perspective of journalists and media directors themselves, the
consequences of the implementation and use of algorithms in the production, distribution, and circulation
of information.

In recent years, a growing number of media outlets, such as The Associated Press, The Washington
Post, and the BBC, have embraced ”automated journalism,” (Graefe, 2018), also known as ”algorithmic
journalism” (Kotenidis & Veglis, 2021) or “robot journalism” (Waddell, 2018), understood as the automatic
generation of journalistic texts through software and algorithms, with little or no human intervention,
except for the initial programming (Danzon-Chambaud & Cornia, 2021; Sehl et al., 2021). Nonetheless,
algorithms also intervene in the phase of selecting the issue, sources, and circulation of the journalistic
message. Automation is studied from the perspective of helping journalists, for example, in the search
for newsworthy events (Diakopoulos et al., 2021; Thurman et al., 2017), in personalized distribution by
news recommendation systems (Helberger, 2019), in promoting data journalism (Tong & Zuo, 2021),
in evaluating the credibility of sources (Fletcher et al., 2020; Graefe et al., 2018), or in redefining news
values (Choi, 2019).

Overall, the results reveal the transformative role of machines, especially in the news-gathering and
distribution phases, and increasingly in the writing phase, especially in data-rich specialties such as sports
and economics. However, journalists continue to control all phases of the news production process
(Milosavljevi� & Vobi�, 2019), especially in the news selection and editing phases, suggesting a desire to
protect their role as final arbiters of meaning (Wu et al., 2019). Several authors have studied the potential
for the robotization of journalism (Borges & Gambarato, 2019; Dierickx, 2021), and some have concluded
that robots do not threaten their work (De-la-Torre, 2020).

As changes in the profession come to light, a significant re-working of the logic of journalism is leading to
a new conceptualization of the field and technology’s influence on it. The studies examine automation as
one element of journalists’ work (Calvo-Rubio & Ufarte-Ruiz, 2020) and identify contradictions between
automation and some of the fundamental ideals of journalism, like public service, autonomy and objectivity
(Milosavljevi� & Vobi�, 2019), which leads to frictionwhen implemented in newsrooms (Hermida&Young,
2017). Journalists point to the nature of the sources and robots’ lack of a “nose for news” as some of the
limitations of automated journalism (Thurman et al., 2017).

After the period of 2015 to 2016, which was partly characterized by a very favorable and uncritical
attitude, the most recently published texts (2017-2019) once again opted for the neutral tone typical
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of 2011 and 2012 (Parratt-Fernández et al., 2021). Research has emerged that questions the role
of journalism within society and the consequences of algorithmizing the profession, as well as social,
economic, political, and cultural life, and attempts to re-imagine the field (Bucher, 2017) and analyze
challenges centered on ethics (Dörr & Hollnbuchner, 2017) and credibility (Tandoc et al., 2020).
Such studies describe algorithmic journalism and new challenges in the fight against the dominance
of commercial interests (more visible in outlets’ business departments than in newsrooms) in the
implementation of automation (Sla�ek-Brlek et al., 2017).

Other authors highlight the growing dependence on software providers and platforms in the face
of editorial independence, which should prevail in journalism (Schapals & Porlezza, 2020; Weber &
Kosterich, 2018), due to the role of professionals, such as technologists, i.e., computer scientists or
“technoactors,” new to the (Canavilhas et al., 2016) production processes, who influence the news and
redefine journalism with their practices and values (Wu et al., 2019).

3.2.3. Audience
Automation has sparked new debates on the production of journalistic texts and their authorship

(Montal & Reich, 2017), and in some situations it is no longer possible to determine who produces the
news (Wölker & Powell, 2021). Moreover, automation has also changed journalists’ relationships with
the audience, for example, through the use of newsbots as mediators between journalist and audience
(Ford & Hutchinson, 2019). Since the beginning of online journalism, the audience has been part of the
journalist’s work (García-Orosa, 2018), but the use of algorithms is a step forward that has two implications.
First, through audience monitoring, “[...] journalists can—and do—monitor social network users and their
content via sophisticated, professional apps that are also used by police and security forces. (Thurman,
2018: 1). Secondly, journalists can create algorithmic audiences in line with the interests of news outlets.
Martin (2021) warns of the risks of the mediatization of news visibility through opaque algorithms, as well
as through the platformization of news (van-Dijck et al., 2018) and the metrification of news values.

Algorithms not only influence what content is featured; the audience is also ranked according to
their interest in the platform. Regarding Facebook, Thorson et al. (2021) suggest that people who are
algorithmically categorized as interested in news or politics are more likely to attract content to their feeds,
regardless of their self-reported interest in civic content. In this sense, Papakyriakopoulos et al. (2018)
discuss the relevance of hyperactive users (users with above-average activity on the network) in shaping
public opinion and democracy. The authors study their influence, which affects public opinion on social
networks, and warn of the possible adverse consequences of algorithms and recommendation systems
for political systems. Therefore, one of the most important aspects is circulation. Media outlets have
gone from disseminating content to audiences and managing their activities, to transforming the audience
into constructors of the discourse and creating algorithmic audiences based on previously-obtained big
data. Bodó (2019) describes how European media, instead of focusing on increasing user engagement
in the short term, try to personalize the news to increase audience loyalty in the long term. “Unlike the
‘platform logic of personalization’, which uses personalization to produce engagement and sell audiences
to advertisers, they have developed a “news logic of personalization” that uses personalization to sell news
to audiences. (Bodó, 2019: 1054).

New social, political, and media roles are conquering spaces as algorithms, a generalized trope to give
meaning to social life (Ziewitz, 2017), which not only shapes the agenda, but also constructs the audience
(Thorson et al., 2021). The media seek an audience that is ”constructed” rather than a naturally arising
one (Eldridge et al., 2019). As such, algorithmic audiences are programmed (Møller-Hartley et al., 2021)
to promote a “particularly populist ‘profitable and normal’ media experience” (Harper, 2017). Users are
often defenseless because they are unaware of how news are filtered and prioritized (Powers, 2017) and
how the user profile is predicted.

3.2.4. Algorithmic determination of consumption
Literature highlights recommendation systems as shapers of public opinion and, therefore, of civic

participation in public life. The massive consumption of information on social media platforms, which has

https://doi.org/10.3916/C74-2023-01 • Pages 9-21

https://doi.org/10.3916/C74-2023-01


C
om

un
ic
ar
,7

4,
X
X
X
I,

20
23

17

dealt a blow to traditional media, has led to a significant dependence on the algorithmic determination
of news consumption based on previous audience behavior, analyzed through big data, and possible
distortions such as polarization (Shmargad & Klar, 2020). News personalization systems are viewed
as black boxes that indicate a significant disconnection between the practice and theory of algorithmic
transparency, particularly in non-community contexts (Bastian et al., 2021). The use of different data
sources to predict what content will be interesting to readers raises concerns about possible audience
fragmentation (Makhortykh & Wijermars, 2021); after tracking news personalization for six years and
detecting platform commodification, Kunert and Thurman (2019) also raised concerns about data
protection and the effects of recommendation systems.

But there are also traditional media projects that use news recommendation systems transparently to
combat disinformation and create a European public sphere, which seems to be confirmed by an analysis
of the news they have produced (Canavilhas, 2022). Such is the case of the European Broadcasting
Union’s “A European Perspective,” whose PEACH ecosystem seeks to offer the most appropriate content
to each user at the most opportune time and on the most appropriate device. The system highlighted
by recent academic literature sparks an important debate on the opacity of recommendation and content
adaptation systems and, therefore, on their role in democratic systems (Helberger, 2019).

4. Discussion and conclusions
In a fluid and hybrid context, algorithms stand out as new actors in communication and political,

economic, and social systems. Their influence, often based on the use of confidential personal data or
the concealment or theft of digital identities, has increased in recent years, resulting in more and more
disinformation campaigns that use algorithms and bots to achieve a greater and faster impact.

News organizations have adapted in various ways to a digital media environment dominated by
algorithmic gatekeepers like search engines and social media (Graves & Anderson, 2020). Communicative
robots are defined as autonomously operating systems designed for the purpose of quasi-communicating
with humans to enable other algorithm-based functionalities, often based on artificial intelligence such as
Siri or Alexa (Hepp, 2020).

Quantitatively, scientific research on the intersection of artificial intelligence and communication
increased significantly from 2017-2021. Most articles are published in English and have several authors.
The United States, Spain, and the United Kingdom have the greatest presence in our review. The objects
of study address the different perspectives of these two interacting fields, though the most common issues
are the field of journalism, whether in terms of production, the profession itself, or the audiences; the
impact on the public sphere, democracy, and political communication; and the role of algorithms on
platforms. Methodologically speaking, researchers have employed a range of methods and techniques to
study the phenomenon at hand, including but not limited to, theoretical-conceptual discussions without an
explicit methodology; studying the perspective of key players; and analyzing data obtained from platforms.

From a qualitative point of view, the scientific literature on algorithms and communication describes
an uncertain situation that is difficult to analyze due to algorithms’ typical lack of transparency. Researchers
addressed how algorithms work from an engineering and computer science standpoint, and showed their
concern about how journalism implements algorithms as well as the effects on audiences and democracy.
The results must be confirmed with future research on how different figures in democracy are enhanced
or assisted, taking culture into account, among other factors (Jamil, 2021).

There will be myriad challenges in the coming years. Below are some that our analysis has revealed:
• The search for specific methodologies and analytical methods that allow us to understand a

changing and opaque reality.
• Promotion of multidisciplinary research.
• Empirical studies on the effects of using algorithms in different systems.
• Promotion of comparative analyses between different countries that advance the state of

knowledge through generalizable data.
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5. Limitations
This is a literature review of research that already has its own epistemic and methodological biases.

The search formula leads to limited results; we had to limit the field to the intersection of artificial
intelligence with journalism, political communication, organizational communication, and democracy,
because the inclusion of the term “communication” interfered with the data. In addition, because artificial
intelligence is inherently opaque, the narrative espoused by key players in the media becomes salient, with
the validity and bias that this implies.

Notes
1Dataset available at: https://doi.org/10.6084/m9.figshare.19411187.
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ABSTRACT
There is an increasing interest and growing practice in Citizen Science (CS) that goes along with the usage of websites for
communication as well as for capturing and processing data and materials. From an educational perspective, it is expected
that by integrating information aboutCS in a formal educational setting, itwill inspire teachers to create learning activities. This
is an interesting case for using bots to automate the process of data extraction from online CS platforms to better understand
its use in educational contexts. Although this information is publicly available, it has to follow GDPR rules. This paper aims
to explain (1) how CS communicates and is promoted on websites, (2) how web scraping methods and anonymization
techniques have been designed, developed and applied to collect information from online sources and (3) how these data
could be used for educational purposes. After the analysis of 72 websites, some of the results obtained show that only 24.8%
includes detailed information about the CS project and 48.61% includes information about educational purposes or materials.

RESUMEN
El interés y la práctica de la ciencia ciudadana (CC) ha aumentado en los últimos años. Esto ha derivado en el uso de
páginas web como herramienta de comunicación, recolección o análisis datos o repositorio materiales y recursos. Desde
una perspectiva educativa, se espera que al integrar información sobre proyectos de CC en un entorno educativo formal,
se inspire a los maestros a crear actividades de aprendizaje. Este, es un caso interesante para usar bots que automaticen el
proceso de extracción de datos de webs de CC que ayuden a comprender mejor su uso en contextos educativos. Aunque
esta información está disponible públicamente, se deben seguir las reglas de la ley de protección de datos o GDPR. Este
artículo tiene como objetivo explicar: 1) cómo la CC se comunica y promueve en los sitios web; 2) cómo se diseñan,
desarrollan y aplican los métodos de web scraping y las técnicas de anonimización para recopilar información en línea; y 3)
cómo se podrían usar estos datos con fines educativos. Tras el análisis de 72 webs algunos de los resultados son que solo
el 24,8% incluye información detallada sobre el proyecto, y el 48,61% incluye información sobre propósitos o materiales
educativos.
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1. Introduction and state of the art
Citizen Science (CS) is the active engagement of the general public in scientific research tasks (Vohland

et al., 2021). CS activities are typically organized in projects with a strong online presence via web
pages and platforms which are used as data dissemination, participation and repository tools (Vohland
et al., 2021). There are several international CS associations: The Citizen Science Association (CSA-
North America), the European Citizen Science Association (ECSA) and the Australian Citizen Science
Association (ACSA). In addition, there are national or regional associations such as Observatorio de la
ciencia ciudadana (Spain) or Bürger schaffen Wissen (Germany) or individual projects such as Cities-
Health. Information on CS activities can also be found on the websites of research institutes, universities,
museums, etc. The variety of CS institutions demonstrates that communication about projects can be done
through different channels (individual, as part of a ’network’ or association, at local, regional or larger scale).
Although the communication approachwill vary throughout the project andmight be different for each type
of project, it is important to define it well in order to engage, retain, motivate or inform volunteers (Vohland
et al., 2021; Veeckman et al., 2019). As Lin-Hunter et al. (2020) concluded in their analysis about
the volunteers’ tasks described in the CS project description and its connection to participant’s scientific
literacy development, how CS project is communicated may affect volunteers’ engagement and might
imply changes on public science perception and awareness of the problem to be addressed.

The Internet (through websites) or the television has historically contributed to informal science
learning and science communication (Stocklmayer et al., 2010). The existence of various formations in
CS demonstrates that communication about projects can be done through different channels (individual,
as part of a “network” or association, at local, regional or larger scale). The materials provided on these
platforms have a great potential to be used for educational purposes, especially in relation to Sustainable
Development Goals (SDGs) taking into account that many CS projects address sustainability issues (Fraisl
et al., 2020; Storksdieck et al. 2016). However, although multiple projects are collected in the national
or global platforms, there is no centralized database that contains global information about all CS projects
(Vohland et al., 2021).

Among the potential educational benefits of CS activities, we see the improvement of, scientific
knowledge and understanding, the development of technical/scientific skills, STEM career motivation and
values such as sustainability or respect for the environment (Hiller & Kitsantas, 2014; Bonney et al., 2016;
Kobori et al., 2016; Vohland et al., 2021). Although CS projects do not usually primarily aim at fostering
citizen’s scientific literacy and knowledge, they often develop educational materials or conduct training
activities to prepare participants for participating in scientific activities such as collecting or classifying data
(Bonney et al., 2009). More andmore frequently, the participation of schools in CS projects is promoted by
institutions (e.g. the Oficina de Ciencia Ciudadana in Barcelona has an open call for schools to participate
in CS projects: https://bit.ly/3cB1lMH), and this is increasing. However, there is still a lack of knowledge
about how CS can be more centrally integrated in schools as a guide or source of inspiration for teachers
to create activities aligned with current research and societal problems addressed by the CS projects.
All the materials and data generated by CS projects could be used for students’ learning about specific
topics or support teachers’ practice. This is a task for both scientists and educators to work together, so
communicating science (through workshops, learning activities or informal conversations) might have an
impact on the public understanding of scientific facts and knowledge (Bickford et al., 2012; Stocklmayer
et al., 2010).

Given the massive presence and availability of online information on CS projects and activities,
it appears promising to use computational analytics techniques to generate specific insights into the
functioning and evolution of CS activities. There are many fields in which such tools have been used,
especially to massively extract data from online sites and store these in databases (Diouf et al., 2019).
There are few examples of use in the CS field (Ponti et al., 2018).

From a European perspective, there is a specific interest in better understanding the role of CS in
science and society, e.g., the actual distribution and contribution in geographical regions, distribution over
disciplines, as well as the importance of science communication in the CS field and the impact on education.
There is still a lack of knowledge as to howCS projects are distributed for further developing and supporting
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specific types of CS (Warin & Delaney, 2020). The work reported here is part of the EU project CS
Track (https://cstrack.eu/) that operates in this line of research. For this purpose, CS Track relies on a
combination of web analytics techniques and classical social studies methods. CS Track has built up a
database comprising information about 4,949 CS projects that were gathered from different sites. This
is the basis for the on-going extraction and further enrichment of descriptive information related to these
projects. All the data centralized will allow us to know more about how CS is communicated online and
to broaden our knowledge on the connections to education.

In this paper, we explain how to build a central point of knowledge about CS using as a base the
information about CS projects distributed on different websites. It will allow us to see the differences and
similarities between the data structures of the websites to report the data. As part of this data extraction
and analysis, we have particularly tried to identify the potential for supporting educational purposes. In
this work, we have been aware of constraints that are legitimately imposed by privacy and data protection
principles, especially the European General Data Protection Regulation (GDPR). The GDPR aims to give
citizens control over their personal data and enforces the anonymization of data unless there is no specific
individual consent. A dataset can be considered anonymous if a person can’t be re-identified (Gruschka
et al., 2018). Although the data extracted about CS projects describes project characteristics, sometimes
direct or indirect personal data is informed through the texts. The work reported here has been guided by
the following research goals:

• (RG1) Design and implement an automatic algorithm to extract data from CS platforms in a
unique central point (database). The extracted data should be aligned with the PPSR metadata,
extended if necessary.

• (RG2) Find technical solutions to comply with GDPR requirements in this context.
• (RG3) Identify the potential educational uses of the data collected.

2. Methodology and data selection
The source of information for this study was websites that contain information about CS projects. The

following criteria of inclusion was applied to identify online data from CS projects (unit of analysis):

• The website contains a list of CS projects information or are the websites of a single project.
• From Europe, associated countries or are fully conducted online.
• It is allowed to extract the data either automatically or manually.

In the first phase, all the consortium members were asked to do manual online research of all the
websites that could contain information about CS in European regions. After this, we manually explored
each one to identify which ones contain specific information about CS projects and follow the criteria
defined below. The websites’ identification, selection and analysis were done manually and consist of
72 online sites. This list can be extended in next iterations. It is possible we could not identify all the
existing websites that follow the criteria but, the most relevant ones were selected. The manual analysis
of the website had two main objectives: (1) to identify how information of CS projects is reported, the
main elements of information, the geographical distribution of websites and languages (2) to understand
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the technical structure of the data and how it can be aligned with the PPSR metadata standard. Figure 1
shows the process followed during this research.

3. Citizen science presence in online platforms
This section explains the second phase of the process followed (Figure 1) and the results and

findings obtained from the analysis. We classified the websites into two categories: CS platforms (29
websites) and non-citizen science platforms (43 websites). CS platforms are those digital platforms
that share information about CS projects, activities, events, materials or resources, news about the field,
communication tools (i.e., comments or forums) or sometimes, they are also used as a participatory tool
(Sanz et al., 2019). Non-citizen science platforms’ first objective is not to inform about CS, but has been
created as a communication tool, as a repository or even to allow user’s interaction. We analyze platform
descriptions obtained from the project websites. For those classified as non-citizens’ science platforms we
can find a diversity of associations (i.e. Helmholtz Association), museums (i.e. Natural history museum
UK) or research institutes (ICM Divulga). In the description, these websites use terminology such as
“national scientific communication networking center”, “Museum”, “independent non-profit organization”
or “Research Transfer Office” to define the association or organization.

The classification of CS platforms has been carried out following the criteria proposed by Vohland
et al., (2021) which differentiates between five types of platforms. Due to the criteria followed for data
selection, the category “World-wide citizen science platform” has been added for those platforms that
have projects from all over the world. After analyzing the platform descriptions, we categorized them
into: Commercial Platforms for CS Initiatives (2 websites), CS Platforms for Specific Projects (8 websites),
CS Platforms for Specific Scientific Topics (2 websites), National CS Platforms (15 websites), EU Citizen
Science Platforms (1 website) and World-wide citizen science platform (2 websites). In these texts we
read the terms such as “citizen science portal” or “online citizen science hub” which are used to identify
it as CS platforms and others such as “center of citizen science” or “citizen science network” in reference
to the CS associations that coordinate the website. It is common for CS projects to use websites as a
participatory tool, for this reason, when we read the CS platforms for specific projects, they use terms
such as “simulator” or “webtool”.

Europe is a continent in which cultures and languages coexist. To understand the distribution of
websites across Europe, the websites have been analyzed from two points of view: the geographical
location of the platform and the languages available. A total of 17 out of 44 countries have been
identified in the list of websites. Figure 2 shows the countries distribution by the two types of platforms.
All the online platforms considered to be “World-wide” such as SciStarter (https://scistarter.org/),
iNaturalist network (https://www.inaturalist.org/), Zooniverse (https://www.zooniverse.org/) and Instant
wild (https://instantwild.zsl.org/intro) have been excluded because, although we could assign to each one

https://doi.org/10.3916/C74-2023-02 • Pages 23-34

https://doi.org/10.3916/C74-2023-02


C
om

un
ic
ar
,7

4,
X
X
X
I,

20
23

27

a single country, they share information about projects or initiatives from all over the world. In order to
better understand this geographical distribution and the citizen outreach they could achieve, it is important
to also understand the linguistic diversity of Europe. Several online platforms facilitate the use of more
than one language. For instance, 29.7% platforms facilitate the use of two languages (i.e. Iteritalia), 8.1%
of platforms facilitate the use of three languages (i.e. OpenSystems UB) and 4.1% of platforms facilitate
the use of more than three languages (i.e. EU Citizen science). 58.1% of platforms only support the use
of one language (i.e. Desqbre). As stated in the Charter of fundamental rights of the European Union
(European Union, 2010), “the union shall respect (...) linguistic diversity” as well as “any discrimination
based on (...) language (...) shall be prohibited”. The EU has 24 official languages and other regional and
minority languages. 17 out of 24 languages have been covered by the websites selected. Moreover, three
regional languages (Euskera or Catalan) and one extra community language (Arab) have been identified
as languages in them. CS platforms cover 84.3% of languages identified.

Although we indicate which country each website can be related to, when we read the descriptions,
we realized that 35.6% provides information about the region covered (such as “in Flanders” (Citizen
Science Vlaanderen) or “Globally”). The Websites cover regional or national areas (i.e., Barcelona
CS platform (Barcelona)), Europe (i.e., EU Citizen science platform) and all areas of the world (i.e.,
iNaturalist). Geographic region covered by the online platforms is aligned with the language available.

From the same information used to classify websites, key terms have been extracted to assign specific
research areas. Terminology such as “protecting our planet”, “science used in the investigation of crime
science, laboratory analysis and the presentation of scientific evidencewithin the courts” or “meteorological
and geophysical services” has been selected to identify the category. The platforms were classified into the
six broad research areas defined in Web of Science Core Collection (Clarivate analytics, 2022): Arts &
Humanities (1.37%), Life Sciences & Biomedicine (50.68%), Physical Sciences (1.37%), Social Sciences
(2.74%), Technology (0%) and All (43.84%).

3.1.Websites functionalities and applications
For this research, we applied manually the platform’s taxonomy defined by Derave et al. (2020).

Although it defines seven categories, we have only analyzed the first three due to the websites selected
being participation and communication oriented and we focus our attention on this.

• Market sides: It is the first category that defines the number of user groups. We also included
the term Zero-side. From the selected sites, we identified 15 sites Zero-side (no interactions
between users, only between them and website manager), 38 One-side (users’ interaction is
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with the platforms and indirectly with other users, via comments or posts) and 19 Multi-side
(interaction within the users and platform). CS platforms are commonly One-side or Multi-side
oriented although, as they are sometimes used as a participatory tool, it is common that they
allow users to interact with each other (i.e., via forums or comments) (Table 1).

• Affiliation: It refers to how the users interact with others and the website. There are
many functionalities designed for giving users the opportunity to be connected (i.e., forums,
newsletters, etc.) and can be combined in a single site. We identify 31 sites that allow
registration, 37 that allow subscription, 19 that allow main content creation or commenting,
15 that allow transaction and 0 that allow investment. For Multi-side platforms it is common
to involve users in commenting or content creation, ask for registration and give the option of
being connected and informed via subscription. Nevertheless, for the other types, registration
is not a main requirement but subscription is highly recommended to be connected. The most
common tool used for user interaction is the forum, but only 8 websites have one (5 of them
are CS platforms). The second option for user interaction is adding comments (no direct
messages). Only 6 of the platforms allow this type of functionality. As sites for scientific research,
dissemination of results and participant” engagement is important. There are special pages for
news or a blog created in these sites: 47 of them have one, 20 of them being for CS platforms.

• Centralization: the third category is aligned with the second one because it indicates the way
the users connect among each other. There are 48 Decentralized websites while there are 13
Centralized websites.

3.2. Citizen science information online
In this section, it is explained how CS information is shared in websites from two points of views:

How data are structured and what kind of data are shared. The analysis is necessary for the algorithm
and database design.

Although each web page follows its own design and data structure, it is common for all to have a main
page, then a page with the list of projects and indexed links to another page with the information of the
associated CS project (Figure 3). However, there is an exception for CS platforms for specific projects
since it contains information about a single project distributed in pages, not a list of individual projects as
the others.
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As a first step, the original data source was classified according to three types of web pages (Figure 3):

• Structured: information is presented in categories (i.e. https://eu-citizen.science/).
• Semi-structured: some information is presented incategories and another is presented in

paragraphs (i.e. https://www.zooniverse.org/).
• Non-structured: no information categorized (i.e. https://www.scivil.be/en).

From the 72 websites we can identify 13 websites with structured data, 27 with semi-structured data and
34 with non-structured data. Several working groups from CS associations (Data & Metadata working
group (CSA) or Working Group on “Data, Tools and Technology” (ECSA)) are focused on promoting
standardization of CS data. This is the case, for example, of the Public Participation in Scientific Research -
Core (PPSR-Core) data model which proposes a data standard and works on promoting it to be accepted
and used by CS websites (Bowser et al., 2017). Regarding the CS projects information, in order to analyze
how this data is shared online and define a common structure for the database to store the data classified, it
has been necessary to identify how the information associatedwith a CS project can be classified according
to the PPRS-Core metadata standard attributes and some that are newly created. We analyzed how this
standard is followed in the websites, and the Title was well identified (commonly it is the first shown
and bigger than other texts) and Description (below the title). For the other categories, we have created
a dictionary of terms containing 19 categories (15 included in the metadata standard and 4 added to the
standard), based on similar terms/sections contained in the different websites analyzed:

• Social media: the name of the social media platform (i.e., ”twitter” or ”facebook”) or general
terms (i.e., ”blog.”, ”REDES SOCIALES:” or ”PERFILES EN REDES SOCIALES:”).

• Online resources: file extension formats (i.e., ”.pdf) or general terms (i.e., ”OTROS RECUR-
SOS DEL PROYECTO:”, ”Desktop:”).

• Tools and materials: only one expression selected ”Tipo de medios”.
• Applications used: applications repositories names although could be integrated into Tools and

materials category (i.e., ”play.google” or ”apple.com”) or general terms (i.e., ”Mobile:”).
• Images: images file extension (i.e., ”.jpg”, ”.png”, ”.JPG” or ”.jpeg”).
• Geographical location: general terms used (i.e., ”Geographical”, ”Geographic Scope”,
”WHERE”, ”Ubicación”, ”places”, ”Project Location” or ”Location”) or specific terms for
regions or areas (i.e., ”Country”, ”PROVINCIA:” or ”País ”).

• Status: general terms (i.e., ”Project Status”, ”Status” or ”ESTADO DEL PROYECTO:”).
• Methodology - Participants tasks: general terms (i.e., ”Participation Tasks” or ”Tasks”) and open

questions about the participation (i.e., ”HOW TO GET STARTED”, ”RELACIÓN CON LA
CIENCIA CIUDADANA:” or ”¿Cómo participan los voluntarios/as?”).

• Start date: general terms (i.e, ”Start Date”, ”FECHA DE INICIO DEL PROYECTO:” or
”Projektstart:”).

• Investment or support: general terms (i.e., ”Sponsor”, ”TOTAL EXPENSE” or ”Project
Funding”).

• Field of science: general term (i.e., ”Fields of Science”, ”TOPICS”, ”ÁREA DE
CONOCIMIENTO:”).

• Development time: general terms (i.e., ”Intended Outcomes”, ”IDEAL FREQUENCY”,
”When? ” or ”Période : ”).

• Main objectives: general terms (i.e., ”Goal”, ”Waarom doe je mee?” or ”Objet : ”).
• Participants age: only the term ”IDEAL AGE GROUP”.
• Participants profile: general terms (i.e., ”Wie kan meedoen?”, ”Usuarios”, ”/people/”,
”PÚBLICO ALQUE SE DIRIGE EL PROYECTO:”, ”INTEGRANTES DEL PROYECTO:”,
”INTEGRANTES:”, ”Who can take part?”, ”Public: ”, ”Project Partners” or ”Users”).

• Development place: general terms to explain the space or area to develop activities research
(i.e., ”SPEND THE TIME”, ”Region”, ”Ubicación”, ”ÁMBITO DE ACTUACIÓN:” or ”Type
of activity:”).

• Dedication time: general terms to explain how much time participants will invest in participation
(i.e., ”AVERAGE TIME” or ”How long will it take? ”).
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• Contact information: “@” is used in the email addresses.
• Project update date: only the term ”PROJECT UPDATED”.
• ”Main program or person in charge”: in this category it is combined information about the

information creator, coordinators or managers and associations that support or collaborate (i.e.,
”PRESENTED BY”, ”Wie organiseert het?”, ”/researcher/”, ”Creado por:”, ”Administradores
de proyecto:”, ”Administrador de proyecto:”, ”MIEMBROS DEL EQUIPO:”, ”OTROS GRU-
POS O INSTITUCIONES COLABORADORES:”, ”OTRAS PERSONAS O ENTIDADES
COLABORADORAS:”, ”Project Manager”, ”Project Co-ordinator” or ”Kontakt:”).

4. Algorithm development and execution
Our goal is to have all the information stored in a database, so it is essential to choose the correct ones

based on the type of data extracted from the online platforms selected. In this section, the process followed
in the third phase of the process is described (see section 2).

4.1. Database selection
In order to select the database, the comparison of the type of databases was made between relational

databases (those accepting StructuredQuery Language, (SQL)) and non-relational databases (thosewhich
do not accept SQL) (Li & Manoharan, 2013). MongoDB database version 4.2 was selected because it
can store structured and unstructured data; it can easily grow; the database structure can be changed
independently to other data collections and documents (data structure depends on each project description)
and it admits queries and data consumption.

4.2. Algorithm development and execution
The algorithm is adapted to the three types of web structures. In accessing CS project information,

we applied a two-step process: first to access a main page where projects are listed, and second, select
a certain CS project to see its information. Figure 4 shows the process followed by the algorithm. It was
developed in Python programming language (using selenium, b4soup, requests and PyMongo libraries).
In this process, it was necessary to take into account if the web pages had an Application Programming
Interface (API) (the EU. Citizen science and iNaturalist websites) which allows the automatic extraction
of data from the database source.

The robot exclusion protocol regulates, for bots, access to the source code of the website (Kolay et al.,
2008). It is defined by each website and informed in the robots.txt file which is accessible via the website
URL. The restrictions combine blocking all or partial content for all or certain bots. This information
is checked before data extraction. We identified: 4 websites didn’t define robots’ exclusion protocol;
20 websites contain restrictions but not for the algorithm created or the specific content to extract and 1
website whose protocol does not allow “.pdf ” extraction. For each website, the parser searches the source
code manually identified previously and extracts specific web elements (Parvez et al., 2018). Furthermore,
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user actions such as pressing buttons have to be replied to because some pages which contain CS project
information have more than one tab.

4.3. Data classification, cleaning and storing
The CS project data classification is done automatically searching by keywords, symbols or sentences

previously defined (See section 3.3). A cleaning process was applied to remove wrong data or all the
elements unclassified and the final information is stored in the database. To avoid duplicates, it is checked
if the project title exists in the database. Additional information such as storage date, update date (in case
it already exists), origin or ID is added before storing. The information obtained through the API has to
be mapped to the defined database structure (cleaning is not needed). This process can be reproduced
when needed, so the number of projects and information can increase. Figure 5 shows an example of the
information stored.

We use Named Entity Recognition (NER) paired with the Entity Ruler to identify phone numbers,
email addresses and personal accounts based on given regular expression (RegEx) patterns. The algorithm
then checks if names of individuals are occurring in connectionwith personal data found by the Entity Ruler.
Names can in some cases remain not-anonymized, such as if there is a wikipedia article for that name, as
this indicates that this is either a person in the public eye and their name carries meaning beyond naming
a person (i.e. Albert Einstein), or it is a common name that does not identify one single person. Another
reason can be if the person’s name has an overlap with the project name as we found that some projects
center around analyzing data about a single person or a family. Both these reasons are disregarded however
if a phone number, email or personal account information is mentioned in the same sentence.

For the anonymization we opted to go for a pseudonymization by repeatedly hashing the selected text
parts (Kasgar et al., 2012) and adding the previously ascribed type of data into the text. This way the
individual persons as well as the personal data cannot be identified, but we retain some readability of the
text and connections over multiple projects via common persons are still possible.

5. Results
In our analysis, we included 4 new categories in addition to the existing 43 categories included in

the PPSR-Core standard: 11 required fields, 21 optional fields and 15 new attributes identified in the
websites. This classification is aimed to facilitate the automatic analysis of data in next steps. The main
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problem identified is the inconsistency when reporting data about CS projects online, since most of the
websites or platforms do not follow metadata standards. The most common attributes (required) are title,
description, website link (if exists), social media, contact information or project topic. 91.56% of them are
informed. All the information related to data origin, language, storage date and other information necessary
for data management is always informed but is not considered for this analysis. Less common attributes
(defined as optional or news created by us) such as geolocation or member’s age are informed in 24.8%.
Data mining techniques have been used to extract data from texts in other fields. An important source of
information is the project description, these techniques can be applied to automatically extract information
from this category and fill other attributes in the database. For instance, as explained in previous sections,
NER has been used to identify persons’ names but it can also be used to get information from the text
about the organizations, cardinal numbers, countries, cities or states, etc.

Other computational methods oriented for data classification can also be applied to the data in order
to add categories or create clusters to easily target the data for easy filtering or give them a context
(Roldán-Álvarez et al., 2021). By extracting keywords or meaning from the texts, new categories such
as: sustainable development goals (SDGs), learning outcomes or research areas can be created. Result of
the methods application can be used to support teachers to select the topic and get inspiration to create
learning activities.

6. Discussion and conclusions
The variety of websites that share information about CS projects is also a reflection of how variable

CS is. Involving citizens also implies adapting to different forms of communication, either because of the
language or the region in which it occurs. Websites are great tools for this communication and sharing
with others but also for participation. Even so, there is still work to be done in order to increase public
access for CS to be well known and to increase citizen’s interest in participating in research. CS platforms
should consider being alignedwith the PPSR_Core and other metadata standards. Normalizing all the data
structures and information shared improves the user’s experience in the websites along with facilitating
them the search. Having the key information about a CS project all together and well documented could
also improve citizen’s participation and interest and the research analysis of the CS field. In this line,
CS Track projects, besides developing knowledge on the CS field, had opened a new perspective on how
computational methods can be applied to centralize all the data into a single database for research purposes.
There is still work to be done to analyze and apply data mining methods to the data in order to obtain
more information for the empty categories. Nevertheless, the text mining methods are useless without a
good and detailed CS project description. It is necessary to involve scientists and communication experts
(Roche et al., 2020) and follow guidelines already defined by experts (as the one proposed by Veeckman
et al., 2019) for good communication action. In order to have educational impact, it is essential to be
aligned with the official curriculum of the educational level to which they refer.

6.1. How to identify content with potential educational benefit?
CS platforms and websites can provide content that can be used as a powerful resource for learning

and teaching. A first exploratory study developed by Calvera-Isabal et al. (2021) has explored three
CS platforms and found that materials and data related to CS projects extracted from websites have the
potential to support teachers in their practice (Asensio-Pérez et al., 2014). Previous publications have
stated that data exploration has an impact on student’s awareness and interest and promotes discussion,
opening new perspectives on how to work mathematics in formal education (Saddiqa et al., 2019). From
the data classified into categories, teachers will find a powerful source of scientific knowledge for filtering
(for instance, based on Research Areas, SDGs or learning skills). Classifying the data by research areas will
allow teachers to better understand the field the project is investigating. Information from SDGs, which
are addressing world-wide real problems, can be integrated into the learning designs to motivate students
to learn more about and also create awareness about, for instance, sustainability or ecology (Massa et al.,
2011; Djonko-Moore et al., 2018). Although CS is being integrated in education and has potential to be
integrated in many other ways, only 48.61% contain educational material or information related to learning.
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For CS platforms there is a more positive result as 55.17% have these resources. The ones that allow
citizens participation have specific pages with educational materials and common questions answered
(Zooniverse). Specific CS project platforms are used for communication but also as a repository tool for
all the information and documentation they develop (Luonto-Liiton Kevätseuranta). The other websites
that are not CS platforms, if they are education oriented (i.e., universities or associations about education or
learning), then they share specific materials for teachers or educators. If not, it is not common to share these
types of resources. The application of advanced computational techniques and having all the information
centralized, can be used to support information online: real problems, research areas, scientific disciplines,
learning skills, etc.

Finally, it is common for teachers to integrate technology to support learning or enhance it. For this
reason, tools and content developed by CS projects might be integrated in the classroom as an instrument to
develop an activity, to participate in CS or even to support them during the lesson preparation. Regarding
the potential usage of the data in educational contexts covered in this article, it is also necessary to work
more on identifying how to communicate (at the level of data/information to be reported on CS websites)
to narrow the link that may exist between CS and formal educational contexts. Some opportunities that
arise from this analysis are the usage of the CS project information in educational contexts (such as to
inspire teachers to create learning design activities) or the participation of schools in the project (such as
particular follow-up cases). It is still necessary to analyze the materials teachers need and to what extent
all this information and resources supports them for their teaching practice. It is expected that all this data
and resources centralized and available to be explored, have an impact on teacher’s scientific knowledge
and pedagogical skills, which might affect student’s attitude toward science (Chan & Yung, 2018). Finally,
the application of algorithms and the collection of mass information allows the unification of data in a
single source that could potentially be used for educational purposes. For this, as future work, a digital
platform could be developed that communicates CS information to support the creation of activities in the
classroom.
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ABSTRACT
This article analyses and reflects on the ethical aspects of using artificial intelligence (AI) systems in educational contexts. On
the one hand, the impact of AI in the field of education is addressed from the perspective of the Sustainable Development
Goals (specifically, SDG4) of the UNESCO 2030 Agenda, describing the opportunities for its use by teachers and students.
On the other hand, there is an emphasis on the uncertainties caused by the fears of some who think, for example, that AI
robots will replace human teachers. The methodology used is based on a documentary review, supported by reports and
studies conducted by researchers as well as institutions and organizations committed to the development of AI and its capacity
for action in the educational field, and the ethical questions that experts and organizations around the world are raising. The
results seek to influence and deepen the ethical implications that AI can have in the educational field. Finally, some critical
questions about the ethics and challenges of AI in education are proposed, concluding with the need to add proposals with
new research and political actions which could lead to the creation of an ethical observatory of AI for education.

RESUMEN
El artículo analiza y reflexiona sobre aspectos coyunturales de la ética en el uso de los sistemas de Inteligencia Artificial (IA)
en contextos educativos. Se aborda, por un lado, el impacto de la IA en el campo de la Educación, desde la perspectiva
de los Objetivos de Desarrollo Sostenible (concretamente, ODS4) de la Agenda 2030 de la UNESCO, describiendo las
oportunidades en su uso por parte de docentes y estudiantes. Por otro, se hace hincapié en las incertidumbres, sobrevenidas
por los temores de algunos que piensan, por ejemplo, que los robots de IA reemplazarán a los profesores humanos. La
metodología utilizada se basa en la revisión documental que parte de informes y estudios de investigadores, así como de
instituciones y organismos comprometidos con el desarrollo de la Inteligencia Artificial y de su capacidad de acción en el
ámbito educativo, para, a partir de ahí, abordar las cuestiones éticas que se vienen planteando por parte de expertos y de
organizaciones de todo el mundo. Los resultados obtenidos buscan incidir y profundizar en las implicaciones éticas que la
Inteligencia Artificial puede tener en el ámbito educativo. Finalmente, se proponen algunas cuestiones clave de la ética y los
retos de la IA en la educación concluyéndose en la necesidad de sumar propuestas con nuevas investigaciones y acciones
políticas, retos que podrían materializarse con la creación de un observatorio ético de IA para la educación.
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1. Introduction, approach, and methodology
The technological evolution of recent years has had a positive and/or negative impact on societies

worldwide, affecting people’s modus vivendi at work, in health, economy, and, obviously, education and
training (Alonso-de-Castro & García-Peñalvo, 2022).

Sustainable Development Goal 4 (SDG4) of the 2030 Agenda (United Nations, 2019), promoted
by UNESCO, is also a common goal of states and governments. SDG4 seeks to “ensure inclusive
and equitable quality education and promote lifelong learning opportunities for all” (UNESCO, 2019).
Furthermore, technologies play a crucial role in achieving this goal. Thus, over the last two decades,
emerging technologies have disrupted teaching-learning processes at different levels of education. In
this context, artificial intelligence (AI) is a potential technological tool (Vitanza et al., 2019) that, without
being new, is expanding in all professional and knowledge fields, affecting, impacting, and causing a real
revolution in the field of education. This branch of computer science is responsible for studying and
assessing the possibilities for a machine to perform human tasks (Túñez-López & Tejedor-Calvo, 2019).
According to the UNESCO (2021b) document “Recommendation on Artificial Intelligence”, AI systems
are information processing technologies that integrate models and algorithms that produce a capacity to
learn and perform cognitive tasks, leading to results such as prediction and decision-making in material and
virtual environments.

Thus, SDG4 emphasizes that AI technologies are used to ensure equitable and inclusive access to
education (UNESCO, 2019). This implies having to change the role of teachers in the transmission of
the knowledge they provide to the younger generations. Other authors (Osetskyi et al., 2019) argue that
the future of higher education is inextricably linked to the development and corresponding increase in
the capacity of new intelligent machines capable of operating large amounts of information, self-learning,
and improvement, whereby AI has become a new focus of international competition of countries in the
educational market. Therefore, we are witnessing how AI’s presence in the educational field is constantly
growing through robotics or algorithms. In fact, its immersion in this field has occurred “silently” hand in
hand with other technologies already consolidated in the educational field, such as virtual campuses and
academic social networks (Flores-Vivar & Zaharía, 2019). Along these lines, a series of research studies
and analyses have been carried out by specialists who, through publications, seminars, and congresses,
paint a good picture, but also one of the ethical solid, and deontological implications in the use of AI
in the field of education. An example is the “International Forum on AI and the Futures of Education
Developing Competencies for the AI Era” (UNESCO, 2021a), held in December 2020. Building on the
Beijing Consensus, the forum shared policies and practices regarding the role of AI in education, with
a specific focus on defining the competencies required in the AI era and strategies to prepare all people
to live and work with AI effectively. The European Commission (2020) also proposes an “EU strategic
framework based on EU values that will give citizens the confidence to accept AI-based solutions”. For its
part, the European Parliament (2021) has been legislating on the implementation and use of AI technologies
in the education sector, warning that they are high-risk technologies and should therefore be subject to
stricter security, transparency, fairness, and accountability requirements. Being a particular area of study
in engineering and computer science, we see that AI is increasingly being applied in the field of education,
supporting the management, learning, and evaluation of students. One example is the latest developments
in Google Classroom (Kiecza, 2022), which uses AI to help students and teachers. Other examples include
using AI to automate routine administrative tasks, diagnose student competencies, and provide learning
content and feedback tailored to individual progress. Nevertheless, the implementation and development
of AI technologies applied to education must be seen as a complex and highly controversial issue (Selwyn,
2019), especially regarding the ethical and deontological values that must be impregnated from the design
and subsequent development phase. Hence, the importance of AI in the field of teaching–learning
is growing more and more. AI is increasingly pervasive and has transcended national borders, so “all
countries must work together to ensure that AI remains under human control and is designed and applied
for the common good” (UNESCO, 2021a: 5). In particular, it is essential that humans are protected from
becoming victims of AI tools, so we must understand that AI must be used to augment and amplify human
capabilities but not replace them. Moreover, this understanding begins in education.
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According to the report “Artificial Intelligence in Education: Challenges and Opportunities for
Sustainable Development” (UNESCO, 2019), “Artificial intelligence can be a great opportunity to
accelerate the achievement of the SDGs. However, technological revolution leads to new imbalances that
we must anticipate”. These imbalances are caused by the impact generated. Hence, rapid technological
advances in AI and other advanced technologies, such as robotics, cloud computing, and the Internet of
Things, are transforming disciplines, economies, and industries and challenging ideas about what it means
to be human.

AI has enormous potential for social good and for promoting the achievement of SDGs if it is developed
in a way that benefits humanity, respects global norms and standards, and is anchored in peace and
development. Considering this, this paper aims to explore the contexts, uses, and conditions that favor –or
not– the application of AI, along with the ethical and regulatory disjunctions that may be critical in the field
of education. The background is that the ethical dilemma related to the understanding and interpretability
of AI agents’ behavior is one of the fundamental challenges of the next decade in this area (Flogie &
Aberšek, 2021).

On the one hand, this study seeks to analyze and explain an existing problem, which has been
addressed for some years according to the scientific literature reviewed, the rise of AI in education,
the unknown about its uses and ethical aspects in its development, and factors that affect the users of
these technologies (teachers and students). On the other hand, it proposes new conjectures, challenges,
and paradigms that, together with the implementation and consolidation of AI in education, should be
considered for future – and present – generations of these groups.

Therefore, the methodology used in this work is based on a documentary review of primary and
secondary sources on the development of AI and its capacity for action in the educational field, consistent
with SDG4 for quality and inclusive education. This review has been done considering that the literature
on the subject is still scarce, ”focusing more on the computer part and less on the impacts of AI on
society” (Canavilhas, 2022). In the criteria for the selection of sources from international institutions
and organizations, such as UNESCO, United Nations, OECD, European Commission, or European
Parliament, it was considered that they are organizations that seek to strengthen the development of quality
and inclusive education worldwide and that, for years, have been addressing the use of AI in this area. As
for the scientific papers analyzed, the criteria were based on the specific subject matter, the level of the
publications, and the expert positions represented by many authors, considering that it was not possible to
include all of them for space reasons. From these analyses, we seek to extrapolate and address the ethical
and philosophical issues that have been raised by experts and organizations around the world, seeking
reflection, debate, and foresight on the profound ethical and deontological implications that AI, in general,
will have in the global educational field. According to UNESCO (2021a), regulation is necessary. With
this research, we propose paradigms and challenges regarding the motivations and the ethical issues of AI
applied to education.

2. Connecting AI with the educational ecosystem: opportunities, challenges, or risks?
Since UNESCO adopted the 2030 Agenda for Sustainable Development, whose key objectives

include ensuring equitable access to quality education worldwide (SDG4), technological development
and evolution have changed teachers’ roles in transmitting knowledge. Technological evolution configures
a technological ecosystem, a “metaphor to express a necessary evolution of traditional information systems,
with solutions based on the composition of different software components and services that share a set
of semantically defined data flows” (García-Holgado & García-Peñalvo, 2019). Part of this evolution is
the impact that algorithms and robotization are causing in the field of education, so many “fear that robots
driven by artificial intelligence will soon completely replace human teachers” (Spirina, 2018). There is a
risk in the making, but also an opportunity. It is more than likely that the e-learning industry (Crisol-Moya
et al., 2020) will focus on “swarms of robots as a novel educational tool to focus on precisely those cross-
cutting skills that are difficult to explain otherwise” (Global Market Insights, 2021). What is beyond doubt
is that the role of the teacher is going through a golden age with AI (Benjamins & Salazar, 2020; Craig,
2018; OECD, 2021; Oliver, 2020; Ramírez-Montoya et al., 2022; Selwyn, 2019; UNESCO, 2021a). In
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other fields, it has reduced the demand for workers performing mundane tasks, improved output standards,
and enabled humanity to solve complicated health, logistics, and safety tasks that require informed decision-
making. In this sense, the trend is that AI will create more jobs than it will eliminate (Fundación Telefónica,
2015). However, many professions, such as teaching, training, and education, undoubtedly require the
human mind, not AI. This does not mean that the cognitive capacity of teachers, the continuous flow in
the transmission of knowledge among their students, and the tasks of management and content creation
can be supported by algorithmic assistants and AI tools.

A teacher’s workload often exceeds what is reasonable, since a teacher is expected to monitor students’
academic performance, grade homework, prepare lessons and a long list of academic activities, and carry
out research activity that requires more dedicated time. Thus, the advance of emerging technologies may
be on the way to transforming teaching and learning, leading to a disruption in education, as we know
it today. With this in mind, experts agree that AI in education has the mission to help in the planning,
personalization, visualization, and facilitation of the learning process.

In this context, recent research suggests that AI will be a great novelty in education and the teaching–
learning process, as well as the engine of what is already being called Education 4.0 (Fidalgo-Blanco
et al., 2022; Ramírez-Montoya et al., 2022). Some argue that the role of AI will range from initial
education (infants) to higher education, including business training. It will enhance the student experience
by providing the opportunity to create adaptive learning functions and models with personalized tools
(Flogie & Aberšek, 2021). It should be noted that both teachers and students are increasingly immersed
in the use of technologies and platforms that optimize, on the one hand, the transmission of knowledge
and, on the other hand, the acquisition of new learning. In summary, AI will have different educational
roles (Affde, 2021; UNESCO, 2021a). Table 1 describes some of the roles and challenges in which AI is
changing the field of education globally.

3. Ethical aspects and principles of AI for the common good
Digitalization opens up new possibilities for education (OECD, 2021). In this line, the evolution of

technology and the development of AI present not only opportunities but also risks and, above all, many
unknowns and concerns (Selwyn et al., 2022). One of the risks has to do with access to information that is
being heavily manipulated by “behavior modification empires” (Lanier, 2018, p. 22) in companies such as
Facebook, Google, and Twitter, or how an army of mathematicians is being hired to process information
“with data extracted from social networks and e-commerce sites in order to analyze people’s behavior”
(O’Neil, 2017, p. 10). Furthermore, what proliferates most in education are data and information. With
this scenario full of unknowns, challenges to the ethics of AI are configured as the epicenter of the debate.
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Therefore, at a more general level, there is the “need to differentiate between doing ethical things and
doing things ethically, to understand and to make pedagogical choices that are ethical, and to account
for the ever-present possibility of unintended consequences” (Holmes et al., 2022), nuances that are
necessary to underline in the implementation of AI in the educational field. In this context, the underlying
questions are the following: What is the role of AI in education? What is the truth in the hypothetical
replacement of teachers by AI? Can AI cultivate critical thinking in the minds of students? How do (or
can) rapid advances in AI, learning analytics, robotics, etc. change the way teachers teach and students
learn? (OECD, 2021). Moreover (Selwyn, 2019), should we put the judgments of humans above those
of machines? Should systems and applications that prove effective in terms of learning –or saving money–
be mandatory? What does the continued rise of AI mean for education? What are the implications for
education in the next decade? What problems arise that require rethinking AI and how to implement it
effectively in educational contexts? Have the ethical issues involved in ceding the field of education to
algorithmic developments been addressed?

The latest studies published, not only in scientific media but also in the general public, seek to make
people understand the scope of AI, especially because, as Stephen Hawking stated, “AI can be the best or
the worst thing that has happened in the History of Humanity” (Infobae, 2017). Thus, the educational
environment is affected by all these AI-generated changes, ranging from preschool stages to higher or
graduate levels (Moreno & Pedreño, 2020). This implies, as experts argue, “that the complexity and
continuous change of the forces of the new environment requires the rethinking of education from a vision
of lifelong learning” (Latorre et al., 2021: 13). However, this rethinking with the digital automation of
teaching does not simply consist of the technical aspect of designing, programming, and implementing
systems with greater efficiency (Selwyn, 2019).

In this sense, several specialists, proper authorities in this technological field, wonder whether strong AI
(SAI) would have actual intelligence, genuine understanding, and creativity, and, consequently, whether it
would have an identity, moral integrity, and free will. For Boden (2022), “these are not scientific questions,
but philosophical ones [...] some would say it does not matter: what matters is what SAIs will actually do.
However, the answers could affect how we relate to them”.

For her part, Gabriela Ramos, Assistant Director-General for Social andHuman Sciences at UNESCO,
with the recent “Recommendation on the Ethics of Artificial Intelligence” (Urbán, 2021), maintains that
“what happens is that we always try to persecute [the AI advances], but the whole cycle of AI must be
contemplated from research, development, implementation, impact assessment, feedback, development of
algorithms, the conceptual framework of algorithms... All these steps require ethical reflection and require
controls to be established”.

In a similar spirit, Benjamins and Salazar (2020) argue that “since it is not possible to teach ethics to
a machine, it will be up to the companies and their developers to demand that the development and use
of AI be carried out ethically, under international human rights”’, applicable to all fields of knowledge,
including education. For its part, the European Commission proposes several guidelines to be considered
when developing reliable and safe ethics in the European Union.

These are issues that increasingly affect and concern the academic community: teachers and students,
but they also affect organizations, public and private entities, governments, and, in short, society in general.
However, as Oliver (2020) points out, the “first step to facing what we fear is to learn; to learn, in this case,
with the technology we live with, with the aspiration of understanding the world better, and, therefore, to
be able to make informed decisions about it”.

In this horizon of learning about technology and the potential of AI (Craig, 2018; Mondada et al.,
2017; Nye, 2015), other key technologies that apply to the field of AI should be considered. For example,
learning analytics, although still a young field, is a powerful resource for informed decision-making and
better learning outcomes. One of the studies in the “Working Papers on Education Policy” (UNESCO,
2019) argues that learning analytics applies different areas of knowledge, such as sociology, psychology,
ethics, and pedagogy, and can now access the digital revolution to collect a large amount of data that can
be analyzed to extract insights or even develop smart tools useful for educational or administrative tasks.
Another example is big data. According to Bonami et al. (2020), “AI has become a natural development of
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an intelligent system that needs to deal with Big Data, which is why the terms are structurally connected”.
Also, one more example is robotics with the design and creation of robot teacher models. Indeed,
recent generations of robots in classrooms (Selwyn, 2019) consist of computer systems designed to learn
independently, develop logical processes, and formulate mental models that allow them to make complex
decisions. Hence, “it is increasingly common for algorithms and programs to perform our functions, to the
point that people have become, in away, dispensable in some jobs” (Cukier et al., 2021), so the educational
field does not escape these impacts. In fact, Selwyn (2019) argues that “the long-held professional status
of teachers in schools and universities is undoubtedly under threat”. To this, we must add the argument
made by Cukier et al. (2021), who state that AI algorithms are unable to impose constraints and limitations
on their own as people do: “The large computational capacity we have today, machines can evaluate a
larger decision space much more efficiently and quickly than a person in the same amount of time”.

Therefore, implementing AI technologies in education must be seen as a complex and highly
controversial issue (Selwyn, 2019), where morals and ethical principles must be solidly supported through
regulation with a global approach.

If the application of AI, in general, raises questions, several researchers (Holmes et al., 2022; Osetskyi
et al., 2019; Selwyn et al., 2022) point out that AI, along with its ethical uses in the field of education,
generates uncertainty and expectation among the various actors in the academic world, perhaps in the
same way as happens with any disruptive technology applied to another field of knowledge. Hence,
the conclusions of the UNESCO Forum (UNESCO, 2021a) emphasize that once AI’s critical human
and technical competencies have been identified, school systems must ensure that all students are best
prepared for a world in which AI is ubiquitous.

Experts point out that the many complex challenges associated with AI need to be appropriately
considered. For example, it is known that AI is sometimes biased; however, the cause is not always
apparent. AI decisions may be biased because the human data on which they are based are biased
and/or because the algorithms applied and developed by humans are biased. In other words, AI mirrors
and exemplifies human decision-making, which reinforces the need for humans to step up and take
responsibility and control. In this regard, an increasing number of researchers (Cukier et al., 2021; Selwyn,
2019) agree with the idea of intelligent systems making decisions and then acting on these decisions, so
it obviously has ethical implications. So, the following question arises: what moral and ethical principles
should govern what we do with AI in education and what tasks should they be programmed to do on their
“own initiative”? The answer (for the time being) is self-evident: the ethical code must be assumed by the
creator/programmer of the AI system.

4. Potential and literacy of AI in quality education
The previous step to assuming the principles of ethics in AI requires not only the awareness of values

but also more knowledge about the potential of this technology. Therefore, in coherence with the
UNESCO Forum, held in December 2020, and SDG4 of the 2030 Agenda, knowledge of AI implies
designing and developing an algorithmic literacy plan, which should be included in the educational
curricula of any field of knowledge. These interdisciplinary and subject-specific curricula that include
learning about AI (from its technological explanation to the ethical and philosophical issues of its impact)
should reference what has been done by pioneering countries. Furthermore, they should be flexible,
open, inclusive, and continuously evolving. Hence, multiple stakeholders could be involved in the design
of learning materials, such as AI-based interactive textbooks. According to the “International Forum
on AI and the Futures of Education Developing Competencies for the AI Era” (UNESCO, 2021a),
“technology-oriented competencies focus on AI techniques, technologies, and applications, and include
the advanced AI knowledge and skills needed to create, manipulate, implement and interpret AI”. In this
regard, the studies analyzed agree that AI literacy should take both a specific and an interdisciplinary
approach: “Specific curricula and courses, covering both human and technological aspects of AI, need
to be established, building on existing ICT curricula and courses. In addition, the potential and impact
of AI should be considered in all school subjects, be they sciences, humanities, or arts” (UNESCO,
2021a). Nevertheless, the most important thing lies in training the trainer, i.e., teacher training plans,
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so that teachers and educators can receive adequate training. In this line, both researchers and experts,
as well as institutions and organizations (UNESCO, 2022; IRCAI, 2022), propose an ethics of AI, which
should address various issues and fundamental principles based on the responsibility, privacy, fairness, and
explainability (Villas &Camacho, 2022) of the same that should be included in a digital literacy plan (García-
Orosa, 2021; Salazar & Benjamins, 2021). All agree that it is necessary to provide teachers with skills
and digital competencies since today’s society, and even the very existence of the human being inserted
in it, is increasingly dependent on access to communication and information technologies (Aguaded &
Romero-Rodríguez, 2015). The field of education is no stranger to this dependence. AI competencies
could also be developed in extracurricular activities, such as seminars, workshops, coding debate clubs, or
the realization of hackathons, as well as in lifelong learning programs related to academic, scientific, and
professional work (Spirina, 2018). Such integration would equip students to increasingly understand how
to interact with AI systems, make informed decisions, and prepare for the societal impact of the widespread
use of AI in employment, health, democracy, and, in short, in their daily lives. In this regard, Long and
Magerko’s (UNESCO, 2022) proposal on “AI Literacy: Competencies and Design Considerations” may
be emphasized. They propose a set of competencies and design considerations for AI literacy based on
a scoping study of existing research, which sought to determine emerging themes in 1) what AI experts
believe a non-technical audience should know and 2) common perceptions and misconceptions among
learners.

In this context, current AI-driven educational tools, while effective in some contexts, remain limited.
Most are limited by the variety of subjects they cover, generally mathematics and some sciences; by the
pedagogical approach they take, often at oddswith approaches inspired by learning science orthodoxy; and
by their prioritization of machine-based (human–computer) interactions over human-to-human (human-
to-human) interactions. Both the potential and limitations have yet to be fully identified or addressed.
However, it is clear and widely accepted that AI should not (but perhaps can) replace schools or
teachers (Selwyn, 2019). Instead, social interactions, between students and teachers and among students
themselves, should remain the epicenter of learning. In addition, some existing AI tools can reduce students’
capacity, so it is essential to support this group to be active participants in their learning processes and take
more responsibility for their own learning.

5. Results and conclusions
According to our initial approach, from the conclusions drawn, it can be deduced that the scope of

SDG4 for Quality and Inclusive Education of the 2030 Agenda, among other goals, entails the access to
and continuous use of emerging technologies that generate disruption in the teaching and learning process.
AI, as part of that disruption, is increasingly immersed in the field of education, so it can easily become the
best ally of students and teachers, providing personalized pedagogical content and personalized tutoring
and assistance when needed. Therefore, in addition to their cognitive capabilities in algorithmic design,
AI developers must consider ethical principles in developing tools that they design with goals or claims
to teach better than teachers. Thus, AI regulations and ethics must be achieved without compromising
human values, undermining diversity, and creating new inequalities.

However, it must be made clear that AI cannot be a source of inspiration for learning and that, with a
human teacher, where empathy in the teaching-learning process is higher, such inspiration plays a key role.
Moreover, this is the main disadvantage of AI-driven education. At the same time, this is the main reason
it will not wholly replace human teachers. However, AI is already being used to support remote learning
in different modes with remotely delivered, guided, and shared classes, each of which brings benefits and
challenges. On the other hand, the various AI models created by Big Tech (GAFAM) (Benjamins & Salazar,
2020) are becoming increasingly sophisticated. However, expert assessments differ regarding whether SAI
(for the moment) has real intelligence, understanding, or creativity, but even less identity, moral integrity,
or free will. However, advances in AI and machine learning coupled with the development of natural
language processing are changing and evolving rapidly, so it is likely that in little more than five years,
the “technological singularity” (Benjamins & Salazar, 2020) of AI, i.e., the moment when AI catches up
with human intelligence, will occur. All these trends will continue to crescendo, so it is necessary to focus
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attention on the ethical implications, especially in a field such as education. Therefore, without claiming to
be exhaustive and based on the various reports and references cited, it is suggested to reflect on proposals
for some paradigms and ethical challenges of AI in education. These challenges should be posed from
both teaching and research perspectives and from the point of view of students and institutions. The
resolution of these approaches would help clear the unknowns (raised in Section 3) and blur the impact
that AI systems currently present, not only in education but also in society.

5.1. Teaching perspective
The literature review highlights the idea of formulating consensus so that each country’s educational

systems should define how to use the data of the actors involved in using AI: teachers and students.
Likewise, there is a need for an AI literacy plan to train teachers in technical skills and ethical–philosophical
debates. This implies that AI will change the role of the teacher, with the expectation that it will take over
most of the knowledge-based teaching and assessment, enabling teachers to focus on the social aspects of
education. Finally, we should assume that AI could support teaching in various ways: open educational
resources, content recommendation (Manrique-Losada et al., 2020), student emotion detection, intelligent
tutoring systems, AI-driven teaching assistants, automatic grading of exams, and automatic monitoring of
forums. These proposals are imbued with ethical challenges that must be taken up by the various actors
in the development of AI, mainly linguists and behavioral scientists.

5.2. Research perspective
First, the objective is to join efforts for the creation and implementation of an ethical observatory of AI

in education, with a cross-cutting and multidisciplinary base, whose purpose involves analyzing relevant AI
initiatives applied to this field, but, above all, to serve as a platform for the exchange of information, analysis
and research on strategic plans, ideas, and guidelines in the proposals for regulations and standardization
of an ethical code of AI in/by/for education.

Second, in anticipation of an expanded range of teaching and learning scenarios, it is essential to
deepen research in AI and education, developing AI systems that help teachers and improve teaching with
responsible, ethical, and equitable AI.

5.3. Students’ perspective
Students are at the center of learning, so AI is becoming a catalyst for reforming education under new

pedagogical frameworks that will enable a more significant emphasis on project-based learning, flexible
learning, collaborative learning, and self-regulated learning, thus improving overall educational quality.
Students will have to develop a new range of digital competences around issues such as information
processing, computational thinking, and digital learning. For this group, the ethical challenges and
vulnerabilities in using AI must be examined, as they underlie some of the risks outlined in Section 3.

5.4. Institutional perspective
Within this context, it is imperative to address and develop consensual public policy frameworks to

regulate and raise awareness of the ethical use of AI in education. All this considering that the main obstacle
to the widespread adoption of AI technologies is the lack of solid evidence on their effectiveness and impact
on students’ academic achievement. Hence, it is necessary to improve the governance, accessibility, and
reliability of AI, as well as the professional development of teachers.
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ABSTRACT
Social media can contribute to an inclusive society, but they are also asymmetrical and polarised communication spaces. This
requires competent teachers to build critical digital citizenship. The aim of this article is twofold: to present web scraping
and text analytics as tools that define teachers’ digital competences, and to investigate which posts on Twitter and Instagram
are most viral in relation to education, disability and inclusion. A total of 48,991 publications in Spanish and English were
analysed, corresponding to the period from 13 October 2021 to 1 May 2022. The 100 most viral posts were selected,
and correlations were identified between the sentiment, gender and influence associated with the content, its temporal and
geographic space. The results show that economic and political influence groups are the most viral, relegating non-profit
organisations or individuals with altruistic outreach to second place; only on international days is this trend reversed. Bots do
not interfere to imposemessages; it is artificial intelligence algorithms that overshadow vindictive and humanistic content. The
most influential people are predominantly male, associated with institutional accounts in the political sphere. It is concluded
that Big Data and Business Intelligence tools help teachers to analyse relevant educational and social issues, and to acquire a
collective ethic in the face of new educational challenges.

RESUMEN
Las redes sociales pueden contribuir a una sociedad inclusiva, pero también son espacios de comunicación asimétricos
y polarizados. Ello requiere de un profesorado competente para la construcción de una ciudadanía digital crítica. Este
artículo tiene un doble objetivo, presentar las técnicas «Web scraping» y «text analytics» como herramientas que definen
competencias digitales docentes, e indagar sobre qué publicaciones, en Twitter e Instagram, son más virales en relación con
educación, discapacidad e inclusión. Se analizaron 48.991 publicaciones en español e inglés, correspondientes al periodo
del 13 de octubre de 2021 al 1 de mayo de 2022. Se seleccionaron las 100 más virales, e identificaron las correlaciones
entre el sentimiento, género e influencia asociado al contenido, su espacio temporal y geográfico. Los resultados evidencian
que los grupos de influencia económica y política son los más virales, relegando a un segundo plano a las organizaciones sin
ánimo de lucro o particulares con difusión altruista; solo en los días internacionales se invierte esta tendencia. Los «bots»
no interfieren para imponer mensajes, son los algoritmos de inteligencia artificial los que opacan contenido reivindicativo y
humanístico. Las personas más influyentes tienen una prevalencia de géneromasculino asociadas a cuentas institucionales de
ámbito político. Se concluye que las herramientas de «Big Data» y «Business Intelligence» ayudan al profesorado a analizar
temas educativos y sociales relevantes, y a adquirir una ética colectiva frente a los nuevos retos educativos.
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1. Introduction and state of the art
Current reports (We are social, 2021; Ditrendia, 2020) point to the exponential increase of users

connected to social networks worldwide, being not only individuals, but also professional and institutional
groups and media that impact on the construction of reality and howmeanings are shared (Dellwing, 2021;
Del-Fresno-García, 2014, 2019; Ladogina et al., 2020).

In terms of studies on the functions, roles and relationships between members (Awidi et al., 2019;
Brunner et al., 2019; De-Groot et al., 2022; Grace et al., 2019; Tuzel & Hobbs, 2017; White &
Forrester-Jones, 2020), we are particularly concerned with the approach that emphasises social networks
as asymmetric spaces of communication. Specifically, Barberá (2015), Barberá et al. (2015) and Brady et
al. (2019) point out that users share messages that represent beliefs, opinions and values that they endorse
and follow profiles they trust ideologically. Another relevant factor that conditions communication is the
moral-emotional language that political leaders use and its moral contagion effect, as well as the asymmetry
in communication between content creators and their potential followers, depending on the content of
the messages, an asymmetry amplified by bots (Robles et al., 2022).

There is no doubt about Twitter’s potential for certain users and groups, such as political elites and
corporations, to reach large audiences, potential voters and consumers, through direct and indirect links of
influence that define interaction on this network, a predictive factor of influence and social impact outside
the network (Brady et al., 2019). In this context, hate speech is of particular relevance, as it is generating
significant polarisation among people based on their ideology, with effects on the ”selective perception bias”
that favours the positive evaluation of the message of issuers with whom there is ideological affinity and
the rejection of speeches with an opposing ideology. This is an important predictive factor for behaviour
towards certain offline groups, which are represented through exclusionary and anti-democratic messages
on social media (Ortega-Sánchez et al., 2021).

To address this concern, we understand that teachers have a key role to play in building a digital
citizenship with the capacity to participate in an informed and responsible way, and thus contribute to a
democratic and inclusive networked society (Bautista, 2021; Carlsson, 2019; Ortega-Sánchez et al., 2021).
As evidenced by Tuzel and Hoobs (2017: 64), the use of social media for intercultural citizenship requires
teachers to have a ”solid appreciation of the asymmetries and inequalities inherent in information flows”,
and an understanding of how these digital platforms function as spaces for dissemination, amplification
of ideas and mobilisation of actions for groups and individuals with unequal rights, such as those with
disabilities, in order to disseminate and critique ideas, as well as publicise their achievements for a more
inclusive society (Hemsley et al., 2018).

So, how should teachers work on these digital competences that prepare them for inclusive education?
What tools and procedures will help them in the complex and beautiful task of knowing the meanings,
beliefs and attitudes that circulate on social networks with thousands and thousands of participants? We
understand that an appropriate way to investigate and generate the knowledge that teachers must have
in order to promote relationships that lead to creating feelings of inclusion and belonging of students to
the reference group, is through the tracking of social networks with techniques and tools such as Web
Scrapping and text analytics that we present in this article.

In view of the above, concerns and proposals derived from the review of the state of the art, this
article has a dual purpose. One, to exemplify in a research context the use of these tools that make up
one of the digital teaching competences to encourage debate, and to inspire and illuminate evidence of the
value of the techniques mentioned in the analysis of social media and interactive data visualisation. The
other is to answer three questions/hypotheses on the processes of asymmetric relationships that help to
better understand the processes of remodelling and relegation of these subjects on social media, useful
knowledge for defining the content of the digital teaching competence in particular:

• H1: The influence of economic and political power groups together with an interest of digital
platforms reshape the issues associated with education, disability and inclusion according to their
own interests.

• H2: Artificial intelligence algorithms relegate minority ideas or altruistic broadcasts to second or
third place.
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• H3: Posts with negative sentiment are associated with political groups and leaders, compared
to positive posts linked to associations and individual content creators advocating for the human
rights of persons with disabilities, with no influence by gender.

An innovative contribution of the article is the access to the data and results obtained, which are made
available to researchers, teachers and other professionals so that they can dynamically and interactively
read them.

2. Material and methods
In this article we analyse which posts on Twitter and Instagram are most viral in relation to education

and disability and inclusion: in this sense, it will allow us to better identify correlations between content,
sentiment, gender, influence, and their temporal and geographic space. The database is composed of
posts downloaded from both social networks on education content related to inclusion or disability over
200 days. Social Big Data Analysis techniques are applied, such as Web Scraping techniques to extract
the information and analyse it with Big Data and Text Mining algorithms. Subsequently, the results are
represented using the Power BI business tool, allowing readers to interact dynamically.

2.1. Process flow in the methodology
The set of research processes, from the origin of the data to the graphic representation, is conceptually

referred to as the ”Social Networks Tools”, which is represented in Figure 1. The processes are divided
into two large blocks; those delimited in blue are modifiable by the researcher, such as the origin of the
data or the keywords used. The block delimited with red dashed lines refers to Web Scraping techniques,
Big Data algorithms, Data Mining and part of the Business Intelligence tool, belonging to the research group
with intellectual property, in which the interested parties cannot make modifications or have full access.

The first process corresponds to the selection of social networks with the possibility of data extraction,
such as Twitter, Instagram, YouTube, TikTok or Facebook. At this point, the necessary keywords are
selected in order to consider the storage of the information. The second process applies Web Scraping
techniques for data extraction in social media with Python, which literally means scraping from the web
(Mitchell, 2018). Subsequently, Big Data techniques are applied with the information obtained to process
the large amount of data collected, and data mining is used to analyse text from the publications. Then,
variables specific to the research on the communication profile such as gender, professional activity,
geolocation and temporal space are included. The next process is to load the data into the Microsoft
Power BI data analysis service in order to provide interactive visualisations for researchers and faculty in
order to generate their own reports and dashboards (Becker & Gould., 2019). Finally, the user interprets
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the generated graphs for the understanding of the subject matter addressed, in search of a scientific and/or
educational use, with a real impact on society.

Extract, Transform and Load (ETL) processes allow data from multiple sources to be mixed. In our
particular case, data from Twitter and Instagram is extracted, transformed by Python script with a series of
requirements and loaded into a data warehouse to channel the data in a homogeneous way and analyse
it using different algorithms.

2.2. Data extraction
Twitter data is downloaded from the Twitter API using the ”tweepy” library and Instagram data is

downloaded using private algorithms developed specifically for the research. In both cases, real-time data
is collected using the Python programming language. Given the need to capture all traffic in real time,
unlike most previous studies, we use posts that have the demanded keywords; we do not focus on what a
particular group of profiles are saying to avoid bias. This has another implication: the data capture starts
at the moment of the activation of these words; we do not collect data retroactively.

The database generated consists of publications in the period from 13 October 2021 to 1 May 2022,
with a total of 48,991 publications in the Spanish and English-speaking world. The requirement is to
contain a number of keywords regardless of the user disseminating them. The common keyword used is
education, and at least one disability or inclusion word, as well as words derived from them. In addition,
words without accents are included due to the virality of some news items with such spelling. Therefore,
any publication that has the word ‘education’ together with one or more words for disability or inclusion
on the social network Twitter or Instagram is considered. The choice of the word ‘education’ together
with ‘disability’ or ‘inclusion’ is motivated by the fact that certain publications that deal with disability
do not refer to this term, but to the idea of inclusion; in addition, inclusion does reflect different social
sensitivities around the topic addressed. The publications are updated with all the necessary information
one week after publication; this situation does not significantly affect the data because the publications
have a significant impact in the first days of dissemination, which is empirically proven. In fact, the reader
can corroborate in later sections how the number of likes, followers, followings or comments does not
increase significantly; therefore, this situation does not influence the subsequent analysis.

2.3. Data transformation
Once the publications were stored in raw form, data mining was performed with Natural Language

Processing algorithms from the NLTK and Scikit-Learn Python libraries, a branch of artificial intelligence
to determine the interaction between computers and humans (Cheng & Tsai., 2019). At this point, two
transformations are differentiated: manual and automatic. The automatic transformations are applied to
the 48,991 research publications; the manual transformations are applied by the research team to the
100 publications of greatest interest with particular classifications for the subject matter addressed. All the
variables available in the database are detailed by group, type, category and example (Table 1).

2.3.1. Automatic
The application of text mining begins with the process of tokenisation of the content, which allows

words to be separated by the spaces that make up the sentence. Next, thewords known as ”stopwords” are
eliminated, consisting of prepositions, determiners or particular words, among others. This separation and
cleaning of the text allows for the analysis of repetition frequency, word clouds, etc. Regarding sentiment
analysis, Liu’s (2010) dictionary is applied to detect the positive, negative or neutral content of words,
providing a final value to the sentence as a whole. Among the limitations of this type of dictionary is the
invisibility or misclassification of ironies or puns. In reference to the detection of thematic topics, tweets
are grouped by the hashtags for Instagram content, depending on the most frequent words, so that they
can be grouped under one of the hashtags. Based on bot detection, the Botometer API for Twitter profiles
is used to extract more than 1,200 features such as activity patterns, language, sentiment, social structure
or friends, assigning a 1 if it is a bot or a 0 if the account is real. High criteria are set to consider it a bot
and not to include real users in that category. Therefore, a cross validation for the Area Under the ROC
Curve (AUC) of 0.99 is established.
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2.3.2. Manual
In order to answer the hypotheses, put forward, it is necessary to generate specific variables, which

cannot be automated. The research team distributes the labelling with homogeneous criteria to ensure
a correct classification. This requires a thorough analysis of user profiles, based on tracking publicly
disseminated information on other networks or personal blogs to determine variables such as: gender,
field, profession, multimodality or estimated locations.

2.4. Data upload
To analyse the data, once the data mark, known as education, is available, with all the variables cleaned,

the data is loaded into the Power BI programme. The objective is to analyse the data and indicators to
test hypotheses through different visual data analysis. Some of the graphs deal with simple and complex
statistics, including maps (geographical or heat maps) on the locations of the most viral senders (Arcila-
Calderón et al., 2022), statistical correlation to analyse whether there is a strong or weak relationship,
multidimensional graphs, time series or word clouds, among others.

3. Analysis and results
The publication of the data can be found in the Power Bi tool, which should preferably be openedwith

the Microsoft Edge browser from a computer (https://bit.ly/3z9wDU6), or with the QR Code, presented
in Figure 2.

We extract an initial snapshot of the publications (N=48,991), which are distributed on Twitter with
59.38% (N=29,095) and Instagramwith 40.61% (N=19,896). Twitter is the most popular, but Instagram
is the most popular in terms of the number of likes and comments.

The results of the analysis of the most viral publications, sentiment and the type of associated profile,
show five main ideas presented in Figure 3. (i) The publications with polarised sentiment are the most
viral, specifically the positive ones, and of the 10 most viral, 9 are positive. (ii) The 25 most viral
publications are mainly campaigns by relevant power groups, orchestrated by multinationals, politicians,
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influencers or digital creators with economic interests. Proof of this is the most viral communications [T1]
(https://bit.ly/3z5bEBO), [T4] and [V11] related to McDonald’s, located in accounts that do not claim any
social or educational aspect in relation to disability and inclusion, published on the same date, with the
same image and text content.

To orchestrate such an impactful campaign requires accounts with thousands of followers; even if it
has a low diffusion rate per follower the total impact is very high. (iii) We have to relegate ourselves
to position 6 [T6] and 28 [V28] by number of likes to find a social media space. However, [T6] is
defined as a space for learning about diversity and LGBTQ+; however, some exclusive content requires
a financial outlay (https://bit.ly/3N0Vv4G). One has to go down to position 34 [T34] to find the Only
You Are Missing Foundation, a non-profit Non-Governmental Organisation (NGO) for autism spectrum
awareness (https://bit.ly/3t2Gpno). (iv) Cases of denunciation of situations of exclusion are almost non-
existent and do not have a presence on social networks, mainly due to denunciation from networks with
a small number of followers, and a neutral and institutional feel to the denunciations. (v) Mostly, the most
disseminated messages are positive or negative, but neutral messages are not so widespread. In light of
these results, we can affirm that the hypothesis (H1) is supported: certain groups and political leaders
reshape the issues analysed for their own interests, relegating groups and individual actors with altruistic
interests to the background.

The results of analysing the 100 most viral posts from a gender perspective are shown in Figure 4, and
are distributed as follows: 38% male, 33% female and 29% neutral. Significant results are as follows: (i)
Male accounts have more followers and their comments are harsher (negative) than those of the female
gender, the latter being associated with positive comments. In figures, the male gender has 8,582,921
followers and 118,981 following; the female gender has 4,523,345 followers and 43,307 following. (ii)
Female accounts have fewer followers, but more likes. (iii) Institutional accounts disseminate more neutral
or positive messages. (iv) The male gender has the most institutional accounts on social media. Therefore,
hypothesis (H3) is only partially confirmed in that negative sentiments are linked to influential groups
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and political leaders, but these accounts are male, which is evidence of a gendered influence. Figure 4
shows the correlation between the variables gender, domain, feelings and multimodality. The results are
as follows: (i) Through the nodes we observe a relationship (thick thickness) between the institutional
groups and the male gender. The female gender has less presence in the institutional sphere, it appears
linked to individual profiles (thin thickness). (ii) Nicolás Maduro has 4 million followers, a paradigmatic
case that contributes to the association between the male gender and institutional variables, as happens
with other political leaders. The publication associated with this case [P80] compiles the publication
(https://bit.ly/3N0QOro), and stands out for its low dissemination ratio with 824 likes in relation to its high
number of followers. (iii) Most are multimodal messages (text and image) and monomodal publications
are scarce.

With regard to the detection of bots, with a probability of over 98% that they correspond to automated
accounts, 23 accounts were detected. This represents less than 0.07% of the total number of profiles
corresponding to 89 posts that were deleted. These publications have themes focused on political issues
with a load of negative sentiment in favour of or against certain ideologies and political parties during
the election campaign period. Another worrying aspect, as is the case with all social media, is fake
news. This is the case of the publication [P60], associated with the Instagram account ”adhd_understood”
with a significant number of followers, whose owner is Ms. Donna Giachino, who defines herself as a
doctor specialising in ADHD (https://bit.ly/3z5ylFV). However, the College of Physicians in Vancouver in
2019 had to rule that she was not registered and therefore could not practice as a speech and language
professional (https://bit.ly/3wTC7Rt).

Figure 5 exemplifies the results presented so far, by means of two publications in the context of the
last electoral campaign in Chile, published in a close temporal space. They show how the male gender
compared to the female gender has a quantitative difference of 560,321 followers and 80,002 following,
in line with the gender results (i) of a greater number of followers and following in the male gender.
Another relevant aspect of the publications analysed is the number of likes: a publication by José Antonio
Kast [V32] has 3,019 likes and 1,265 retweets compared to the 3,854 likes and 3,681 retweets of Claudia
Aldana [V17]. In other words, with a lower number of female followers, the publication achieves a greater
social impact on Twitter. At this point, the secondary idea of gender (ii) is exemplified as it is women who
have more loyal followers in the interaction with the publications. If we look at the number of views of
the video [V17], it stands at 85,693 views, a figure higher than the number of followers. These results
show that it is the algorithms of the digital platforms themselves that suggest publications to other users,
even if they are not followers of the profile, motivated by the polarisation of sentiment associated with
electoral campaigns, which leads to segmented loyalty. This situation evidences that algorithms generate
echo chambers. In other words, users are presented with suggestions based on their thematic interests and
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ideological affinity on a recurring basis, and this procedure is repeated by listening only to information that
the digital platforms consider to be of interest to the user. This manipulation of information dissemination
leads us to the cognitive biases of the users analysed in the Power BI tool.

Digital platforms play a relevant role in the educational and social sphere because they are a loudspeaker
for international days whose purpose is to raise awareness of social issues. As can be seen in Figure 6, the
count of publications per day according to sentiment shows the following results. A series of days with
the highest number of publications can be seen, which are reflected in the graph in the peaks listed. If we
look at the largest, it corresponds to 3 December 2021, the International Day of Persons with Disabilities,
with 1,329 publications of which 702 and 199 are of positive and negative sentiments respectively. If we
analyse the publications from that day, the most viral publication is positive (https://bit.ly/3GwET20) [T7],
associated with a profile outside the traditional political and economic interest groups mentioned above.
The creator of this publication is a person with Down’s Syndrome, María Jose Paiz Arias, known on social
media as Majo. Her publication has 7,034 likes and 55,463 reproductions, whose title conceptualises the
vindictive idea of the international days analysed: ”inclusion is achievedwith fewer labels andmore action”.
However, political leaders such as the Senator of the Republic of Mexico, President of the Commission
on the Rights of Children and Adolescents with more than 100,000 followers, only received 13 likes and
6 retweets (https://bit.ly/3wYaCVJ).

In other words, the viral power of influential groups over minority groups is reversed, unlike on other
days of the year. Other notable days that show the reversal of the trend are 4th of January World Braille
Day, 13th of January World Day to Combat Depression, 26th of January World Environment Education
Day and 21st of March World Down Syndrome Day. In reference to World Education Day, 24th of
January 2022, the situation described above occurs: political leaders publish, but are relegated to the
background regardless of their thousands or millions of followers, as is the case with the official account of
the Government of Spain with 778,858 followers, which barely receives 74 likes (https://bit.ly/3lUDyIV).
Another significant day, of relevance for this research because it does not directly contain the keywords
determined for the study, is the 2nd of April, World Autism Awareness Day, where the most viral
publication has a clearly altruistic component from an individual profile, a parent of a child with Autism
Spectrum Disorder (ASD): https://bit.ly/3tqQY3R [P95]. In reference to the frequency of publications,
weekdays stand out as the time periods of greatest intensity, but on Saturdays and Sundays for the topic
analysed, publications are drastically reduced; the causes are not known at the moment. However, it is
worth mentioning that, if the international day is a public holiday, it remains positioned as a loudspeaker
for demands, due to the high number of publications.

Therefore, it is evident that: (i) international days give visibility to social demands, invisible during the
rest of the year in the eyes of social media users, in order to raise awareness, guide and vindicate the social
cause. (ii) The profiles involved in social demands are the most viral, relegating influence groups to second
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place, although these groups commemorate these days with publications. Therefore, the hypothesis (H1)
posed of the dominant prevalence of influential groups has an exception on international days.

Figure 6 shows a chronogram, associated with heat maps by location of the most viral profiles, which
shows the following results: the chronological division to generate these maps is motivated to argue
hypothesis H1, where the interests of the influential groups are superimposed on the altruistic groups.
If we look at the heat maps generated by the geolocations of the publications, in the dates corresponding
to 2021, Argentina and Chile stand out. The reason for this is because the 12th of November was the
first round of elections in Chile and on 14th of November the elections in Argentina. In 2022, the focus
is on Europe, where different electoral events take place in Portugal, France and Germany. Therefore, (i)
events of political interest also overshadow social demands and altruistic content.

If we look at the 100 most mentioned Instagram hashtags (#) in the whole time frame, represented in
Figure 6, the first positions are obviously established by the key words of the research. The following
hashtags, in the eighth position, are the word autism, #autism (N=2,117) and #autism (N=1,962).
According to the World Health Organisation (WHO), the average prevalence of autism is estimated at
1/160 people, therefore, the presence of the topic is logical. Other hashtags reflect #adhd (21) N=913,
#dyslexia (23) N=876 #tea (29) N=801 #downsyndorme (35) N=733 or #asperger (86) N=457.
In addition, hashtags related to culture, values and respect such as #diversity (10) N=1927, #culture
(19) N=1024, #teacher (31) N=773, #specialeducations N=762 stand out. Other hashtags reflecting
the tuning of the most social posts in the top 100 are #diversity #equality #equality #values #equity
#respect #inclusiveeducation #accessibility. (i) Aligned with the H1 of influencers among the most
repeated hashtags is #influencer, related to digital creators. (ii) In line with the philosophy that education
professionals play a fundamental role in these issues, reflected in the following hashtags: #teachers
#teachers #education #primary #primary #neuroeducation #students #school #teacher #libraries.

In relation to the professions of themost viral profiles, (i) the one that receives the highest number of likes
is linked to digital creators [T1], which is logical, as their aim is to achieve impact on social media. Unlike
an association that is hidden in these social media whose purpose is to raise awareness and collaborate
with the cause that moves them [T34], but given the neutral messages and content they publish, they are
relegated to the background due to a ”glass algorithm” in social networks, i.e. they are visible to any user
who explicitly searches for them, but not by suggestions from digital platforms.
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4. Discussion and conclusions
Influencing groups plays a relevant role as actors who are phagocytising the influence of other actors

with more altruistic and humanist interests. This is an important issue if we take into account that the
issues analysed affect groups and people who are often unequal, and who need to make their demands,
experiences and achievements visible. Social networks as spaces in which perception and reality are
intermediated, with effects on the ways of understanding it and what is or is not important for the collective
public debate, plays in favour of groups and actors with political interests (Del-Fresno-García, 2019). In
this sense, the role of social media as spaces for affinity, participation and collaboration, as evidenced by the
work of Grace et al. (2019) and De-Groot et al. (2022), has not been confirmed in this study and for the
subject under analysis. The role of social media as opportunities for users to interact and share information
in influential relational structures of support and monitoring has not been validated in this research either.

The only way to reverse the viral power of influencers is twofold: to change in the algorithms of digital
platforms, and make users on social media aware. For the first possibility, it would require state and supra-
state public policies that promote some law to establish some control over influencers, with the paradox,
as demonstrated in this study, that they are the most influential actors in the networks. For the second
possibility, a digitally competent teaching staff is required. The results obtained point to the need to raise
awareness among digital citizens with a critical vision in order to understand how algorithms impose the
messages of certain actors, as opposed to other groups interested in making situations related to disability
visible, and to claim their educational and social value from inclusive references. Some of the 100 most
viral Instagram hashtags (#) confirm these interests. Teachers must make new generations understand the
asymmetry in communication, as represented by Barberá et al. (2015) and Brady et al. (2019). This will
enable them to recognise that certain publications, and the profiles associated with them, define invaluable
human and social values.

In relation to this, it is important that teachers help the new generations to become progressively aware
of the risks of falling into bubble filters or echo chambers. This would avoid a dominance as a factor of
destabilisation of democracies worldwide, in the face of disinformation promoted by influential groups
according to their interests, which defines another important challenge for teachers (Ortega-Sánchez et
al., 2021). In reference to the study Robles et al. (2022) on bots and negative feelings associated with
them as fuel for political polarisation, it has no presence in the social and educational subject matter under
analysis. This may be due to public awareness, which would not assume and accept explicit confrontation,
as is the case with topics such as immigration, the economy, security, politics or health. These topics are
prone to bots that polarise publications, and thus, citizens. The relegation of the power of influence of
influential groups on international days would support this conclusion. Other results that would validate
these conclusions are that, although the male gender has more followers than the female gender, it is
women who get more likes. This could be linked to the positive feelings that prevail in their publications
for the content analysed. These results would indicate another important task for teachers: teaching
new generations to post on social media with constructive attitudes, away from negative emotions (Arcila-
Calderón, 2022).

The innovative aspect of the use of the Business Intelligence tool justifies its consideration as content
of the digital competence of teachers for education in the coming years. The scientific-technical impact
implies a radical change in the way of conceptualising and using social media as spaces for communication
and construction of discourses and actions in the field of inclusive education and disability. Among
other reasons, this occurs because our analysis no longer views social media as a tool for the uncritical
and unreflective consumption of discourses and superficial contacts, but as valuable media that support
relationships and content of educational and social value. Another important fact that supports the
innovative nature of the tools and techniques applied lies in the case studies we have initiated, because
they will allow us to systematise the value and function of multimodal representation to communicate and
promote awareness, debates, and narratives that generate counter-hegemonic actions. Another reason lies
in the methodological impact inherent to the study, defined by the analytical techniques we will carry out.
In the scientific debate on communication and human thought, this will contribute to define, the value of
interdisciplinary work in two fields, that of Educational Technology and that of Telecommunications.
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Finally, it should be noted that the analysis process carried out with Big Data and Business Intelligence
tools is in itself a digital competence in inclusive relationship spaces in educational institutions, which
will help teachers to understand the relational structure of social networks and to know how to arrive at
meanings about the content of the exchanges made by the participants in these networks. This implies
that such teaching competence includes knowing how to identify the most influential profiles and how to
investigate the meaning given to topics and behaviours, which are not always visible (Del-Fresno-García,
2014), linking them to messages on social media and the type of profiles associated with them. This
knowledge will lead teachers to acquire a collective ethic, for which it will sometimes be necessary to
unlearn ideas and beliefs built in the history of each of the participants in their life contexts. This is the
only way to build a shared morality based on reason, and not only on emotions, in the contemporary, mixed
and diverse relationships that characterise educational centres that seek inclusive teaching situations. This
requirement in teaching practice entails the need to assume the inquiring-innovative dimension of social
networks, of a critical nature, as one of the objectives of teachers’ digital competence (Bautista, 2021).
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ABSTRACT
Social media have established a new way of communicating and understanding social relationships. At the same time, there
are downsides, especially, their use of algorithms that have been built and developed under their umbrella and their potential
to alter public opinion. This paper tries to analyse the YouTube recommendation system from the perspectives of reverse
engineering and semantic mining. The first result is that, contrary to expectations, the issues do not tend to be extreme from
the point of view of polarisation in all cases. Next, and through the study of the selected themes, the results do not offer a clear
answer to the proposed hypotheses, since, as has been shown in similar works, the factors that shape the recommendation
system are very diverse. In fact, results show that polarising content does not behave in the same way for all the topics
analysed, which may indicate the existence of moderators –or corporate actions– that alter the relationship between the
variables. Another contribution is the confirmation that we are dealing with non-linear, but potentially systematic, processes.
Nevertheless, the present work opens the door to further academic research on the topic to clarify the unknowns about the
role of these algorithms in our societies.

RESUMEN
Las redes sociales han instaurado una nueva forma de comunicarse y entender las relaciones sociales. A su vez, en lo
que podría entenderse como un aspecto negativo, los algoritmos se han construido y desarrollado bajo el paraguas de
un amplio abanico de conjeturas y diferentes posiciones al respecto de su capacidad para dirigir y orquestar la opinión
pública. El presente trabajo aborda, desde los procesos de ingeniería inversa y de minado semántico, el análisis del sistema
de recomendación de YouTube. De este modo, y, en primer lugar, reseñar un resultado clave, las temáticas analizadas de
partida no tienden a extremarse. Seguidamente, y mediante el estudio de los temas seleccionados, los resultados no ofrecen
una clara resolución de las hipótesis propuestas, ya que, como se ha mostrado en trabajos parecidos, los factores que dan
forma al sistema de recomendación son variados y de muy diversa índole. De hecho, los resultados muestran cómo el
contenido polarizante no es igual para todos los temas analizados, lo que puede indicar la existencia de moderadores –o
acciones por parte de la compañía– que alteran la relación entre las variables. Con todo ello, trabajos como el presente
abren la puerta a posteriores incursiones académicas en las que trazar sistematizaciones no lineales y con las que, tal vez,
poder arrojar un sustento más neto y sustancial que permita despejar por completo parte de las dudas sobre el papel de los
algoritmos y su papel en fenómenos sociales recientes.
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1. Introduction and theoretical framework
The rise of ICTs has produced new scenarios both for social interaction and for the consumption of

information and entertainment in societies at the end of the 20th century, especially in the first decades
of the 21st century. In addition to the well-known mass media (including the press, radio, and television),
other methods of disseminating and accessing messages on a mass scale have been added, which has also
generated new symbioses in which the roles of the communication chain have tended to become blurred
and hybridised (Berrocal-Gonzalo et al., 2014). Finally, we talk about the benefits and contributions
of the Internet to democratise information dissemination mechanisms (Arias-Maldonado, 2016; Nielsen
& Fletcher, 2020). While the Internet and its satellites were growing (boosted by the development of
computing and technological advances in processing), so were the multiple studies on its effects. In this
respect, this (inter)connected web that different authors (Berners-Lee, 2000), and with different adjectives
(see McLuhan (1959), Habermas (1981) or Castells (2001) as a summary of these expressions), has
engendered first the Web 1.0 and, later, the 2.0 (O’Reilly & Battelle, 2009), as well as other concepts
(Latorre, 2022).

These developments give rise to various reflections on the effects they may have on citizens. Some
of these new reflections already pointed to how the rise of the growing Web 2.0 could become the axis
of a paradigm shift, ultimately posing a challenge and opportunity for both political spheres and liberal
democracies in the 21st century (Sunstein, 2007; Lilleker & Jackson, 2008; Chadwick, 2009; Howard,
2021; Messina, 2022). However, the significant advances of the interconnected world were not yet fully
consolidated. The emergence of what has come to be known as social media has led to a reconfiguration
of the development of human relationships (Wigand et al., 2010). Thus, incorporating Facebook, Twitter,
Instagram, or YouTube into everyday life has meant a change for contemporary societies, with users from
all corners of the planet, as well as having a reach and diffusion ratio of more than a third of the world’s
population. Now that we are immersed in this transition period, the focus is on the effects that may arise
from this new social and media drift driven by the networks. In this respect, part of the research carried
out in academia and other spheres, such as journalism or politics, has focused on the internal side of
interconnection. In this case, we are talking about the role that algorithms, especially their architectures
and protocols, can play as mediators of the communication process.

Now, those related questions arise with the perspective of expanding algorithms. In this context,
approaches emerge that point to the possible relationship between the role of social networks - although
with special emphasis on their computational models - and the search for an understanding of singular
social events: from a greater presence of political polarisation in public debate (Hernández et al., 2021),
to situations that are complex to define, such as Brexit or the victory of Donald Trump in 2016. Despite
the clear correlations that may exist between one event and another, the truth is that the research points
to different sides without reaching conclusions. At least this is established in the doubts presented by
works such as those of Rasmussen and Petersen (2022), Bail (2021) or Barberá (2020), who point to
multifactorial, and even those who point to the analogical plane (Arceneaux & Johnson, 2010) as a key
axis to reach an answer. This situation is therefore complex and subject to ambivalent dynamics. Based
on this, the present research delves into some of the phenomena behind YouTube and its capacity to flood
the multiple spheres of the media scene (Banaji, 2013). As Yesilada and Lewandowsky (2022) also point
out, one of the critical factors focuses on the complexity of understanding its system. In this way, and
as already pointed out by other studies, such as those of Luengo et al. (2021) or Serrano-Contreras et
al. (2020), this paper aims to point out the drifts that the algorithm can generate. In addition, it seeks to
incorporate into the debate whether this computational model is of any use in considering the emergence
of social phenomena such as polarisation (Van-Bavel et al., 2021).

2. Data and method
This research proposes an analysis of the YouTube algorithm from multiple perspectives. In this regard,

under the so-called reverse engineering process (Rekoff, 1985), as well as using text mining techniques
and semantic measurement indexes, we seek to shape a progressive understanding of what lies beneath
the computational architectures implemented by YouTube.
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To this end, we seek to leave aside some of the main functions that Alphabet, as the owner of YouTube,
incorporates into the training and subsequent development of the algorithm of its video server (see the work
of Alphabet’s employees, Davidson et al. (2010) or Covington et al. (2016), as well as Figure 1, for an
approximation of the model that the platform uses to offer the results to the user). In this way, the goal is to
try to parameterise the behaviour of the model avoiding the set of passive and active data that we provide
on the network while browsing (e.g. location; search history; personal data...), since all these metrics are
used to compile detailed information about our supposed interests - fundamental to our usage experience
(Dimopoulos et al., 2013); On the other hand, we seek to review the model. These experiences are
the basis for assumptions which are indispensable for understanding some of the most commonly used
nomenclatures when discussing algorithms, such as the bubble filter (Pariser, 2017) and other externalities
(Bishop, 2018).

Within this set of effects that the algorithmic era can causethere is a factor that has become very
popular recently, the idea of radicalisation. To support these ideas about the reinforcement of a position,
we used work, research, and empirical examples, which have shown how the platform’s algorithm tended
to becomemore andmore extreme (Tufekci, 2018; Alfano et al., 2021; Almagro&Villanueva, 2021; Chen
et al., 2021).

Therefore, the behaviour of YouTube’s recommendation algorithm, based on users’ interests, should
lead to higher consumption of related materials. In other words, it will interpret users’ searches as interests
and thus try to make it easier for them when searching, by recommending similar videos (which would
result in a filter bubble). It follows that recommendations could result in greater polarisation by causing
less exposure to different viewpoints or topics. Hence, the first hypothesis we propose in this research is:

• H1: Videos recommended by YouTube will become increasingly extreme or polarised.
At the same time, such recommendations could create communities with very similar interests (called
homophilic classifications), which, in turn, could be related to echo chambers. Therefore, our second
research hypothesis is:

• H2: Comments on videos recommended by YouTube will be equally polarised.
The logic of the research is that, according to part of the scientific community1, YouTube’s algorithm
recommendations move towards extrapolating the interests raised by users’ searches, creating this filter
bubble and, at the same time, increasing the polarisation of the content shown (by being increasingly
focused on very specific content or a specific point of view). Users should thus behave similarly.

Figure 2 describes the research we have designed to test the hypotheses. First, we selected an existing
YouTube account belonging to one of the researchers, which had never been used (we could say that
there was no initial metadata linked to the account, so the searches we initiated would create the metadata
about our interests)2. Subsequently, we chose topics on which to apply the design. We tried to ensure
relevant topics that served to discriminate specific moderators that could affect the relationship between
the variables we intended to analyse.
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Thus, the topics3 were:

• (Spanish) National politics: search for ”política nacional.”
• (Spanish) Political parties at ideological extremes: searches for ”Podemos” and ”Vox.”
• Vegetarianism: search for ”comida vegetariana.”
• Conflict: search for ”guerra en Ucrania.”
• Feminism: search for ”feminismo.”
• COVID: search for ”COVID.”

In other words, topics differed in conflict and were related to various fields, from conflict to vegetarianism.
All were sensitive topics where we expected significant comments (on the videos that allowed it).

The next step was to start searching for the topic on YouTube, both on the proposed account and
without any account, and analyse the first video that the results recommended. When the video was
played, we continued with the automatic playback. Thus, we could see the recommendation made by
YouTube’s algorithm and up to a certain number of videos (with a maximum of 100 per topic). So, we
have at least two first videos per topic, one searching with the account and the other without. The goal
was to see whether the algorithm behaved differently in the absence of account metadata.

The videos were analysed by extracting their content through the subtitles (therefore, it is an analysis of
the textual script, not the images). As this is a resource that is not present in all the videos on the platform,
it was decided to apply the analysis to one video out of every 10 in the playlist (or the one that was closest
in ordinal order), provided that there was a sufficient number of videos (as will be explained, in the case
of the videos captured without an account on the platform, the text was extracted from all the videos that
contained it). With this text, we proceeded to an affective polarisation analysis (on the debate around
the concept, see Iyengar et al., 2019) using a technique that we had used on previous occasions with
considerable success (see Serrano-Contreras et al., 2020, for a detailed explanation). The procedure
consisted of modifying a sentiment analysis (the selected tool was Orange3, Demsar et al., 2013, based
on Python and using a multilingual dictionary for more than 50 languages). The modification consisted of
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calculating the mean sentiment of a given dataset and measuring the distance between the unit of analysis
and the overall sample (thus being an affective distance analysis). In this case, we varied the analysis
to measure the polarisation of videos and comments based on the sentiment of the first video by topic
and account. Thus, the polarisation of the other videos and comments is given as the distance from the
first one, but in absolute numbers. This way, we can tell if a particular video has a tone that is distant
(positive or negative) from the first one. We do not look at how negative or positive the videos are, as
these are circumstantial considerations and would require a detailed analysis of the content, but only at
their distance from the first one. We understand that affective polarisation can occur through positive and
negative charges (for example, cheering or congratulating a terrorist group). The same analysis was done
concerning comments, except all possible comments were analysed, including videos without subtitles
(although not all videos allow comments). The numerical results range from 0 to 100, but it is common
to obtain very low numbers (around 0.1-2). This is because most of the content is not affectively loaded
(even after pre-processing the text with the usual techniques, as was done). The only consequence is
that minor changes in value indicate substantial variations in affective polarisation; after all, we are talking
about millions of analysed words (Table 2).

For each video, then, the following variables were extracted: those provided by the platform
(number of likes, views, number of comments, etc.), topic, position in the automatic playlist (platform
recommendation), polarisation of the video’s content (one out of ten in those extracted with an account)
and polarisation of the video’s comments (in those that have them enabled). Finally, tables 1 and 2 describe
the number of units of analysis (750 videos and, including comments, nearly three million words).

3. Findings
One element that needs to be highlighted is that YouTube changes its parameters and ways over time.

Therefore, in this research, we could not work with both ”likes” and ”dislikes,” as only positive data is now
provided. However, we do not believe that this will affect the research.

Along the same lines, YouTube does not provide the exact same content to one user as to another,
something that is evident from what has already been outlined by Pariser (2017) and from daily
consumption. However, there is another fact to take into consideration. Logging in with or without
an account produces different results (Table 1). Despite the obvious, there is another interesting element
that has been found in this work: when an automatic playback is carried out, if the process is conducted
with an account, the model continues to offer videos, but if it is done without an account, the model ends
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up entering a loop in which two videos tend to playrepeatedly. Hence, the need to place a limit on the
100th video is unnecessary in the case of access without an account. This also affects the length of the
videos. While the length of the videos did not seem to be a factor without an account and have set a
constant consumption, the model tended to offer longer and longer videos.

Another fact to consider, and already noted in the evolution from Davidson et al. (2010) to Covington
et al. (2016), is that YouTube’s ranking of results varies over time. This seems to be evidenced by the type
of content offered by autoplay. This is seen in both the topic of feminism and vegetarianism. While the
former seems to be influenced by the fact that a video from the TED talks channel was selected in the first
instance, in the latter, even though it could generate opposing positions such as vegetarianism, the type of
video, in this case, based simply on cooking recipes, has meant that the algorithm has not tended towards
other paths as has happened with the rest of the topics, which bifurcated and diverted to other areas. For
example, in the case of the conflict in Ukraine, a large part of the final sample is made up of relaxing music
videos. Thus, there are factors that the algorithm aims to reward in order to filter a certain content to offer
the user. This position seems to be a clear commitment by the company (see also Goodrow (2021) and
Mohan (2022) for a detailed explanation of the actions undertaken by the platform to create content that
is less harmful for both information and consumption by users of all age ranges). Hence, Table 2 shows
data that can sometimes be paradoxical, such as the fact that there are more words analysed from subtitles
than from comments.

Let us look at the average aggregate polarisation data (Table 3). It is easy to observe the different
values depending on the topics, the accounts, and whether they come from the videos themselves or
the comments. In the first case, there clearly are topics where polarisation is higher, especially those
referring to ”COVID” (X=1.35), followed by ”VOX” (0.68), “national politics” (0.56) and ”feminism”
(0.55). Although results are not surprising, there are essential differences between those analysed with
and without an account (especially in the case of ”VOX” and ”COVID”).

Except for ”COVID” (2.07), user comments do not show a similar pattern, with ”war in Ukraine”
(0.95), ”Podemos” (0.95) and ”feminism” (0.88), in addition to the aforementioned ”COVID,” being
the topics where the most significant polarisation has been observed. Although there are also notable
differences concerning the origin of the video (with or without an account), the data seem to point to the
existence of a possible echo chamber in some cases or, at least, to a certain degree of agreement between
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users with an account who comment on the videos we have catalogued as ”VOX” and ”national politics,”
while those who comment on the videos captured with the searches ”COVID,” ”Podemos” or ”Ukrainian
war,” show signs of highly polarised comments. Overall, the videos analysed with a Google account have
an average polarisation of 0.76 with a fairly high dispersion (+- 0.70), while those analysed without it
have a much lower polarisation of 0.22 (+-0.25). The distance is smaller if we include the polarisation in
the users’ comments, 0.91 and 0.67 respectively; in both cases, it is substantially higher than that obtained
from the videos.

As can be seen in Table 4, the correlation matrix provides exciting data. On the one hand, we have
the expected correlations, such as the relationship between likes, comments, and views; the correlations
are robust because, in essence, they are measuring the same thing: the popularity of a given video. On the
other hand, the variable we are most interested in is ”Order,” which indicates the position in the playlist
offered by YouTube, and this is where there are interesting findings. Fundamentally, we can see a positive
correlation between polarisation and the order of the video, both in the comments (Pol-Com) and in the
video itself (Pol-Sub) and between themselves. Indeed, this is not an excessively strong relationship, but
it is not negligible either, especially the relationship between the polarisation of the video and the order
(.316).

With regards to video polarisation, it is interesting to explore this more closely. The relationship
between the two variables is not linear (the results of attempting to model it using linear regression have
been unsuccessful, x2=-0.002), so it is likely there is a moderator. It was decided to analyse the means
to discover the variable that may be altering this relationship and to recode the Order variable into three
segments (Order-Cat): one to three videos, four to nine, and more than nine. The segmentation is, of
course, not arbitrary. We have estimated that it is possible and even likely, that a user will watch up to
three videos proposed by YouTube in a row. We find it less likely that between four and nine videos
will be watched and quite unlikely that more than nine videos in a row suggested by the algorithm will
be watched. Thus, we consider that, in the first case, we would face a low exposure to the algorithm,
medium in the second, and high in the third.

Table 5 shows the mean comparison results, although only in those cases where the test indicates
significant differences. The first impression is that each topic seems to behave differently: the videos
(Pol-Sub) offered by the platform when searching for the terms ”COVID”, ”national politics”, and ”VOX”,
indeed tend to be more polarised in each of the three proposed sections (except the first to the second
of ”COVID”). The case of ”VOX” is perhaps the clearest and it shows how the average polarisation
increases in each section in an almost linear fashion. In regard to comments, the topics where differences
can be seen are ”vegetarian food,” ”COVID,” ”feminism,” ”Ukrainian war,” ”Podemos,” and ”VOX.” In
other words, on all topics. However, unlike the case of the videos, we observe different trends: while in
all of them, the tendency continues to be towards an increase in polarisation, the opposite is observed in
VOX.

In the case of both the videos and the comments, we expected a similar relationship between the
different topics. However, the differences are so substantial that it is challenging to validate the initial
hypotheses. There does appear to be some relationship between the position of the video - and its
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comments - and an increase in polarisation, but the exceptions prevent us from claiming a direct relationship.
Perhaps some particularly prominent cases are being modified by the company itself, as with COVID,
where an effort was made to ensure that citizens received less extreme information. In any case, results
indicate moderators that are difficult to measure in this relationship.

4. Discussion and conclusions
Approaches to the debate on the role of algorithms are slowly taking hold. Despite this, although

the various positions are beginning to make clear outlines of what we may face, other aspects are still
challenging to address. This is the case with recommendation systems (Yesilada & Lewandowsky, 2022).
In this particular area, works such as the present one, hopefully, serve to portray what happens in processes
such as those of YouTube. At least through this sampling model, it seems evident that the chosen themes do
not tend to become extreme. In other words, playing a video about vegetarian food does not end up with
a video about veganism or ”anti-speciesist” movements. That circumstance seems to be exposed to more
complex factors than the simple issue of search, not least the ability of YouTube’s training model to access
user data and interests and generate a consumption pattern. This, in turn, it is a variable to be considered
when carrying out data collection actions with this series of sampling methods. However, we cannot give
a conclusive answer. As shown at the beginning, theorists state that recommendation algorithms may be
causing the phenomena called filter bubbles and echo chambers (Terren & Borge-Bravo, 2021). However,
the results presented here are not conclusive: there are topics where the algorithm does seem to behave
in that direction, but there are other topics where such a relationship, at least with our research strategy,
is not perceived.

Nevertheless, the results offered are striking and consistent with previous research, where we found
that the topic strongly moderates content polarisation and user reactions (Serrano-Contreras et al., 2020).
This opens up other questions worthy of further research: to find whether topics are a moderator in this
relationship. For these topics, could we claim that these hypotheses hold? And, more importantly, why?
Unfortunately, the data offered here are insufficient to answer these questions beyond the description of
those chosen. However, they humbly contribute to the direction that the relationship, if it exists, is neither
direct nor linear. Nevertheless, the results may be different with a selection based on other groupings,
e.g., topics on politics, extremism, music, etc., as well as implementing coherent monitoring of clusters of
so-called prosumers. Moreover, with the proper internal coherence, conclusions that move towards the
definitive answer to the question that theorists have been asking for a decade or more could be reached:
do social networks polarise our citizens?

Notes
1It should be noted that part of the actions carried out to obtain the samples have been based on the methodological recapitulation, in
one way or another, of previous empirical work, which systematically continued consumption in the case of automatic reproduction.
This clarification is done mainly because the authors consider that this type of media consumption is very different from most of
the actions that users carry out on video platforms -mainly of short content. Therefore, this type of action, based on constant
consumption without pauses or alterations in the periodicity of consumption, directly affects the results that the algorithmic model
will end up offering.
2The present work has used several incursions to obtain the sample data. Before the detailed explanations, it should be pointed
out that this type of analysis can also be carried out from the API to access its servers. However, it requires a login account, which
was discarded as it was not considered an organic process for the collection. Firstly, we conducted a search using automatic video
playback without having a linked account and rejected all factors that could feed microtargeting. On the other hand, given the limited
amount of data obtained, we resorted to anonymisation techniques by Onion using layers through Tor’s incognito model via Brave.
In addition, the VPN provided by the University of Granada was used to add another layer. Having carried out the same process,
we found the same dilemma as the previous search: the lack of magnitude in the sample and cessation of activity due to the lack of
interaction with the platform. Therefore, in the end, as mentioned above, we undertook the process through a user account with
no activity.
3All keyword searches were conducted in lower case and with the appropriate Spanish accents.
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ABSTRACT
Exposure to harmful content, fake news, and hate speech, calls to question whether citizens are ’responsible’ when it comes
to their online news behavior. This exploratory study aims to positioning news literacy as a mediating factor toward fostering
civic responsibility by investigating its role in enhancing youth’s online news experience and preparing them against harmful
content. News literacy is defined as a multi-structural construct with three main constituents: motivation, knowledge, and
skills. The study’s main goal is accomplished through delving into youth’s online news experience, and assessing their level
of news literacy through a mixed methods approach relying on focus group discussions as a qualitative method and survey as
a quantitative method. The study is applied to a sample of youth from Egypt and a sample of youth from Spain, on whom
comparative analysis is conducted. Findings reveal a positive correlation between news literacy and: the ability to identify
fake news, the ability to identify hate speech, engagement with news, caring about the veracity of content before sharing,
and motivation to seek news. Negative perceptions about professional news media’s performance have been expressed by
respondents from both countries, with the main justification being that news media are not fulfilling their role as should be.

RESUMEN
La exposición a contenidos nocivos, noticias falsas y discursos de odio hace que nos preguntemos si los ciudadanos
son «responsables» cuando hablamos de su comportamiento online. Este estudio exploratorio pretende posicionar la
alfabetización periodística como un factor mediador hacia el fomento de la responsabilidad cívica, investigando su papel
en la mejora de la experiencia de los jóvenes con las noticias online, preparándolos contra los contenidos nocivos. La
alfabetización periodística se define como un concepto multiestructural con tres componentes principales: motivación,
conocimientos y habilidades. Un objetivo del estudio es profundizar en la experiencia de los jóvenes con las noticias online,
evaluando su nivel de alfabetización periodística mediante un enfoque de métodos mixtos que se basan en discusiones
de grupos focales y en una encuesta. El estudio se aplica a una muestra de jóvenes de Egipto y a otra de jóvenes de
España, a partir de las cuales se realiza un análisis comparativo. Los resultados revelan una correlación positiva entre la
alfabetización periodística y: la capacidad de identificar las noticias falsas y el discurso de odio, el compromiso con las noticias,
la preocupación por la veracidad del contenido antes de compartirlo y la motivación para buscar noticias. Los encuestados
de ambos países han expresado percepciones negativas sobre la eficacia de los medios de comunicación profesionales, con
la justificación principal de que los medios de comunicación no están cumpliendo su función como deberían.
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1. Introduction
Although disinformation and misinformation existed historically in the media environment, the current

state of ”information disorder”, as named by Wardle and Derakhshan (2018), is unprecedented. It is
having an impact on an individual basis, and on societies and countries, symptomized by division and
polarization. March 2020 marked the eruption of a global crisis, which began as a health emergency.
Then, the World Health Organization as well as UNESCO announced that we are simultaneously
witnessing a “massive infodemic” referring to the waves of COVID-19-related disinformation (Posetti
& Bontcheva, 2020). “Vaccine hesitancy” has been one of the major consequences of disinformation,
and conspiracy theories, and was reported by 90% of the countries worldwide (Schiavo, 2020). With
the chaotic online information environment charged with fake news and hate speech, created with the
intention tomisleadingly manipulate public opinion, news literacy is positioned as aweapon against harmful
content online and as a key toward a responsible news experience throughwhich youth canmake informed
decisions and become more politically engaged. Scholars support the importance of critical analysis and
evaluation of online material to face the impact of harmful content; fake news (Pérez-Tornero et al., 2018;
Lee, 2018; McGrew et al., 2017; Lotero-Echeverri et al., 2018; Rosenzweig, 2017) and/or hate speech
(Gagliardone et al., 2015; Livingstone et al., 2008; Daniels, 2008).

An experiment conducted by Adjin-Tettey (2022) shows that those who received Media and
Information Literacy training show a higher ability to detect disinformation and are less likely to share
content impulsively. Accordingly, with the current news environment loaded with such harmful content,
the study intends to understand how news literacy relates to this context. Are news literate individuals
more responsible news users? Can news literacy become a weapon against harmful content online?
Stemming from these ideas, conducting this study on samples from two completely different countries,
with different cultures, languages, and democratic status; Egypt and Spain, provides essential implications
for designing news and media literacy interventions for youth empowerment. The two countries are to a
great extent, dissimilar with respect to geographical location and hence culture. Egypt is an African and
Arab country with a population that exceeds 105 million. Spain is a European country with a population
that exceeds 40 million. This exploratory study is developed with the main goal of positioning news
literacy as a mediating factor toward fostering civic responsibility, by investigating its role in enhancing
youth’s online news experience, and preparing them against harmful content intertwined with the current
online information environment. To investigate that, the study addresses the following research questions:

• RQ1: What is the level of news literacy of Spanish and Egyptian youth?
• RQ2: What are the patterns of news use on social media among Spanish and Egyptian youth?
• RQ3: How far are youth exposed to harmful content online and how do they perceive it?
• RQ4: What is the level of news engagement of youth from both countries?
• RQ5: How far do youth from Egypt and Spain trust professional news media?

2.Methodology
The study relies on a mixed-method approach, using the survey as a quantitative method and the

focus group discussions as a qualitative one. Results from the qualitative study directed the design of the
questionnaire.

The questionnaire and focus group discussion session plan were validated by consulting academic
experts. The universe of the study is defined as university students who are social media users coming
from media and communication academic backgrounds. Accordingly, these criteria were considered for
selecting a purposive sample, which includes Egyptian and Spanish youth in the age category of 16 to 25.

Regarding the survey, being an exploratory study, the questionnaire was distributed to a sample of
110 students from Cairo University, Egypt and a sample of 74 students from the Autonomous University
of Barcelona (UAB), Spain, both being highly ranked universities in big cities. The demographics of
respondents from Egypt are as follows: Gender; 85% are females and 15% are males, Age; 98% of
respondents are in the age group of more than 20 to 25, with 2% in the age group of 16 to 20. As
for the demographics of respondents from Spain: Gender; 66% are females and 34% are males, Age; 57%
are in the age group of more than 20 to 25, with 43% in the age group of 16 to 20.
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Regarding the focus group discussions, two pilot focus group discussions were conductedwith students
from two public universities in Egypt and one more conducted with students from a private university:
The Arab Academy for Sciences, Technology and Maritime Transport. One focus group discussion was
conducted with students from UAB, Spain. Respondents in the focus group discussions were ten in each;
half males and half females. Being an exploratory investigation, the study used a purposive sample with
a number of participants less than that required for the results to be representative. It is also important to
mention that given some access difficulties, the number of participants from Spain is fewer than that of
participants from Egypt.

3. Findings: Youth’s online news experience
Highlighting the similarities and differences between both countries, this section is divided into sections

of pertinence to the main research question.

3.1. High levels of news literacy
News Literacy, regarded as a multi-dimensional construct, was measured by measuring motivation

and knowledge areas based on Maksl et al. (2015) News Literacy Scale which is based on Potter‘s (2004)
Cognitive Theory ofMedia Literacy, in addition to measuring skills of credibility assessment and verification
based on Flanagin and Metzger (2000).

Based on the findings demonstrated, most respondents in both countries showed high levels of news
literacy, assessed in terms of motivation, knowledge and skills. Based on the Likert scale statements used
to assess respondents’ motivation, youth from both countries demonstrate high levels of motivation to seek
news. More than half of the Egyptian respondents (50.9%) agreed that they follow the news because they
like to, with 16.4% strongly agreeing to the statement. Also, almost half of the Egyptian respondents (49.1%)
agreed to the statement that they follow the news for their own good with 19.1% strongly agreeing. Half
of the Spanish respondents (50%) agreed that they follow the news because they like to¸ with more than
a third (33.8%) strongly agreeing to the statement. More than half of the respondents (52.7%) agree to the
statement that they follow the news for their own good, with almost a third (28.4%) strongly agreeing to the
statement. Hence, youth from both countries are considerably motivated to follow the news. Regarding,
knowledge areas, despite the general level being similar, differences could be noted when it comes to
different knowledge areas.
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• Knowledge of news content: using a Likert scale, more than a third of Egyptian respondents
(37.3%) strongly agreed that news companies choose stories based on what will attract the
biggest audience, with more than a third (32.7%) agreeing. The results displayed show that
most respondents from both countries are aware about news content selection from both sides,
the journalists’ and the audience’s.

• Knowledge of the news media industry: In this area of knowledge, similarities and differences
could be found. Respondents from both countries show awareness of ownership’s influence.
Almost half of the Egyptian respondents (46.4%) agreed to the statement that the owner of a
media company influences the content that is produced, with almost a third (27.3%) strongly
agreeing. More than half (54.1%) of the Spanish respondents strongly agreed that the owner
of a media company influences the content that is produced, with more than a third (33.8%)
agreeing. Egyptian respondents demonstrate confusion between the roles, definition and impact
of the different persons involved in the industry (reporters, producers, cameramen, anchors,
etc.), unlike Spanish respondents who demonstrate awareness about the same area.

• Testing awareness about the concept of objectivity, more than a third of Egyptian respondents
selected the correct answer to the question “One common criticism of the news is that it is not
objective. What do people who make that criticism typically mean by it?”; 35.5% selected the
meaning that the reporter puts his/her opinion in the story, with 26.4% stating that they don´t
know. More than half (58.1%) of the Spanish respondents selected the correct answer to the
same question, with 16.2% stating they don’t know. Here, another difference is spotted, with
Spanish respondents demonstrating stronger awareness about the meaning of objectivity and its
impact on content. The implications of these differences are discussed as correlating with the
level of trust in the media in the specified section below.

• Knowledge about the news media effects: Findings from Egypt and Spain indicate awareness of
respondents that a considerable part of the process depends on the audience´s interpretation and
not just on the meaning intended by the reporter/journalist. The majority of respondents support
the statement that two people might see the same news stories and get different information from
it, with 42.7% agreeing and 35.5% strongly agreeing

• Knowledge about the real world: Respondents from both countries demonstrated awareness
about the constructed nature of news. For instance, the majority of respondents support the
statement that news makes things more dramatic than they really are, with 59% agreeing and
16.4% strongly disagreeing.

• Knowledge of the self: The results from both countries show that youth believe that they
control media influences but not entirely; they still perceive some influences as not fully under
their control. Respondents believe they are in control of how far they are informed and
knowledgeable about the world, and how they can possibly avoid being misinformed.

Regarding skills of credibility assessment and verification ability, there were differences between both
countries. For credibility assessment, respondents were asked to assess the extent to which they find
online news media credible by asking them to evaluate believability, accuracy, trustworthiness, bias, and
completeness. Common among Egyptian respondents is the fact that the evaluations have almost all been
average, with the biggest percentages of respondents selecting the response “somewhat” on the scale
provided (with alternatives ranging from extremely to not at all).

Most responses in the case of Spain are dispersed among “moderately”, “somewhat” and “slightly”,
except for believability where amore significant percentage of respondents choose “moderately” believable,
as demonstrated. These findings go in line with those of media skepticism. Most Spanish respondents give
responses more inclined towards a higher credibility assessment of the information provided by newsmedia
online. This especially applies when it comes to believability.

Taking into account that news media’s websites are important sources for the sampled Spanish youth,
the results are compatible. Regarding Egyptian respondents, doubtful stances were most prevalent going
in accordance with their media trust findings.
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In order to measure verification ability, respondents were asked about the frequency of doing specific
actions when they read news online, by giving them statements to which they have to respond using a
5-point scale ranging from always to never.

Findings in the case of Egypt go in line with Flanagin and Metzger’s (2000), with most Egyptian
respondents verifying information online mostly sometimes or rarely. However, in the case of Spain,
based on the findings, the verification activities need to be divided into content-related verification activities
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and author-related ones. When it comes to author-related activities (such as checking the author’s goals,
verifying qualifications, etc.), Spanish respondents verify sometimes or rarely. On the other hand, when it
comes to content-related verification activities, the majority of Spanish respondents’ responses range from
often to sometimes (such as seeking other sources, checking for completeness, verifying if the information
is opinion or fact, etc.).

Based on the findings demonstrated, in both cases of Egypt and Spain, the majority of respondents
demonstrate a high level of news literacy (65% in Egypt, 66% in Spain). Most respondents in both
cases displayed motivation to seek news by supporting the statements that imply their understanding of
the importance of news to them and rejecting statements that marginalize this role. Regarding knowledge
areas, respondents from both countries demonstrate a good level of awareness about the concepts covered
under each knowledge area. This applies to all, except for knowledge about the news industry; Egyptian
youth demonstrated a weaker level than their Spanish counterparts in this area, specifically regarding the
roles played by the different individuals involved in the news-making process. Differences between both
countries exist when it comes to the tested skills. In the case of Egypt, findings for both (credibility
assessment and verification ability) confirm the need to work on respondents’ awareness about the
essentiality to carry on certain inspections when reading news online, to be able to evaluate the credibility
and verify the used information. In the case of Spain, the respondents appear to have a good level in both
skills with the exception of author-related verification as highlighted.

Despite the close results between respondents from both countries, it is essential to note that neutral
responses are more prevalent among Egyptian respondents than their Spanish counterparts. Scholars
suggest that there are two possible scenarios behind reporting neutral stances; ”true neutral”/”indifferent”
or ”don’t know”/”undecided” (Raaijmakers et al., 2000). Accordingly, based on the nature of statements, it
is suggested that neutral stances reported by Egyptian respondents can be analyzed as a lack of knowledge
in support of Sturgis et al. (2012) findings; most respondents giving neutral answers were found to be
either with no opinion or do not know. This has been demonstrated most in knowledge about news
media effects results. On the other hand, Spanish respondents demonstrate better results when it comes
to decisiveness by mostly reporting positive or negative stances.

3.2. Patterns of online news use and news engagement
Respondents from both countries displayed a preference for online sources of news over traditional

media; there is especially a decline in newspaper readership. However, Spanish respondents’ news use
reveals a higher level of engagement with news than their Egyptian counterparts.

Egypt’s findings show that the primary source(s) of news for respondents are accounts of professional
news organizations on social media, followed by content generated by their peers on social media (statuses,
tweets, comments, etc.) and websites of newspapers/magazines coming third. On the other hand, for
Spanish respondents, newspaper/magazine websites come in the first place as a source of news, followed
by accounts of professional news organizations on social media, then television comes third.

The fact that Egyptian respondents ranked professional news media’s websites third as a source of
news, leaves social media as the main news carrier. This implicates the ramifications that could result
from relevant issues such as personalization algorithms based on which such platforms work. In other
words, are social media/online news users aware of how content appears to them? According to empirical
findings of a study done on university students in the US, youth ”are largely unaware of whether and how
news sources track user data and apply editorial judgments to deliver personalized results” (Powers, 2014).

In contrast with the findings from the Egyptian case, social media use for news does not come at
the expense of professional news media’s websites for Spanish respondents. This is reflected in the fact
that such websites were ranked as the primary source of news for the sampled Spanish young people.
This choice was followed by accounts of professional news organizations on social media, with peer-
generated content pushed forth as a source of news. These findings reveal the extent to which Spanish
youth are able to differentiate between social media as carriers of news content rather than sources, and
professional sources to get their information. This supports Braun and Gillespie’s (2011) statement about
the importance that users realize such difference.
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Analyzing youth’s preference to get their news on social media, Hermida et al. (2012) state that: ”the
traditional gatekeeping function of the media is weakened as a significant proportion of news consumers
turn to family, friends, and acquaintances to alert them to items of interest”. This statement is supported
by the qualitative findings of the study in the case of Egypt, where Egyptian respondents emphasized the
importance of the opinions/views of trusted individuals. It further applies –in a weaker sense– in the case of
Spanish respondents. A respondent from Egypt mentioned that she has become “less interested in getting
…news from [the] TV, they lie and if not, they try to manipulate us... this is why checking opinions around
us became much more important than before”.

When it comes to social media platforms, priorities are completely different in both countries. With
Facebook and YouTube being the most frequently used among Egyptian respondents, Instagram and
Twitter are most used by Spanish respondents. Since the study focuses on Facebook and Twitter, it is then
essential to note that Facebook is massively declining among Spanish youth, and Twitter is minimally used
among their Egyptian counterparts, based on the qualitative and quantitative findings for both countries.
This is confirmed when asked about different news sources. Egyptian respondents reported Facebook
as a major source of news, followed by Google News, and then YouTube; while Spanish respondents
reported Twitter as a major source of news, followed by El Pais Online (newspaper), and then El Diario
(newspaper).

Scholars suggest that the decision to use one platform and not the other is related to major personality
traits (Hughes et al., 2012). Accordingly, with a focus on information seeking, Facebook’s users
are believed to get their information while/through ”socializing”, while Twitter’s users are believed
to intentionally seek information for its utility and ”value” (Hughes et al., 2012). Contradictorily,
Egyptian respondents report Facebook’s primary information use is to get news about current events from
mainstream media; Spanish respondents barely agree. Moreover, Spanish respondents report Twitter’s
primary information use is getting news about current events from friends, similar to findings from Egypt.
These findings contradict Hughes et al. (2012) aforementioned findings. However, it is important to note
that in the focus group discussions, Egyptian respondents emphasized the importance of the views of others
which justifies their dependence on social media (especially Facebook) for news. Spanish respondents also
mentioned during the discussions that they check what their peers have to say about the different issues
raised, which is well-matched with their first informational use of Twitter. Accordingly, Egyptian and
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Spanish youth in the study demonstrated different levels of engagement with professional news media as
shown.

3.3. Perception of news media, knowledge, and trust
Negative perceptions about professional news media’s performance have been expressed by respon-

dents from both countries, with the main justification being that news media are not fulfilling their role
as should be. Respondents from both countries are well aware that the news media’s main role is to
inform the citizenry. As previously discussed, youth from both countries generally show a good level of
knowledge in the five knowledge areas investigated. Findings from both countries support Arendt et al.’s
(2016) media-related selection which highlights journalists’ gatekeeping function as filters of content and
the audience’s selective exposure and sharing behavior. Media-related selection (MRS) is an attempt by
Arendt et al. (2016) to combine three theoretical tenets of selection taking into account the two main
actors in the news experience; journalists and users. The three theoretical concepts addressed under
MRS are gatekeeping (journalists’ selection), selective exposure (users’ selection where confirmation bias
is taken into account), and news sharing on social networking sites (journalists’ and users’ sharing behavior
is considered). As previously demonstrated, three knowledge areas reflect MRS; knowledge of content,
knowledge about media effects and knowledge about the world. Hence, in the three areas, respondents
from both countries demonstrate similar results, being aware of how journalists’ and audience’s selection
affects the product (the news story). Respondents showed awareness about factors that impact audience
selection, such as cognitive dissonance (Festinger, 2009) and confirmation bias (Jonas et al., 2001) in
qualitative and quantitative findings.

On the other hand, when it comes to knowledge of the news media industry, differences between
both groups of respondents from Egypt and Spain emerged. Egyptian respondents demonstrate confusion
between the roles, definitions, and impact of the different pople involved in the industry (reporters,
producers, cameramen, anchors, etc.), unlike Spanish respondents who demonstrate awareness about
the same area. Scholars (Craft et al., 2017; Pérez-Rodríguez & Delgado-Ponce, 2012) emphasize
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the essentiality of knowledge about the media industry for trust and engagement with the news after
establishing correlations between these variables. This study supports such correlations as shown in the
findings on media skepticism.

By assessing respondents’ trust in the media, it was found that Spanish respondents, despite being
skeptical, show a better level of trust than their Egyptian counterparts. Egyptian respondents in the
qualitative and quantitative responses demonstrate the essentiality of views of peers or trusted persons
in their circles for them to be able to form an attitude or an opinion toward different issues. This comes
at the expense of intentionally seeking information through official news websites; which further justifies
depending on social media for news. On the other hand, Spanish respondents demonstrate a lack of
trust in a more critical manner; consciousness about the reasons why they do not trust the media, yet they
acknowledge that professional news media is what they should follow to remain up to date and informed.
One of the Spanish respondents commented: “we should be aware that we only receive part of the
occurrences that are happening as a result of what the journalists select ... I think that news contributes
to the image that we have about the world; which gives us an image/a vision that doesn’t perfectly reflect
reality or the society”. This is emphasized through their primary source of information being websites
of newspapers/magazines, while still using social media and their friends’ networks for elaboration and
context.

In light of these findings, it is worth noting that the results from the different variables tested in each
of the two cases are compatible with each other as displayed. Adding to that, reference to the argument
on criticism versus cynicism is essential for the different consequences each has on news engagement and
also political engagement. Being cynical refers to having a general judgment, usually negative in case of
cynicism towards the media, based onwhich an individual takes a decision of disengagement. For example,
the judgment that news media lie or present negative content all the time, and so I am not interested in
following news anymore (Buckingham, 2000; Mihailidis, 2008).

3.4. Fake news and hate speech: Exposure and detection
When asked whether or not they are aware that some news stories shared on social media are fake

news, a massive majority of respondents from both countries (97.3% Egypt, 97.3% Spain) reported that
they are aware of it. Also, the majority of the respondents support the statements that fake news on social
media can cause confusion; it is important to check the credibility of a news article before sharing it.

Respondents displayed rejection of the statement; if the headline is interesting, I share without reading;
sharing news stories shared by friends without reading; that they do not necessarily check the sources
of information in a news story before they share it. When asked whether they believe they have
the competencies to tell whether or not a news story is fake; Egyptian respondents’ responses were
more dispersed that their Spanish counterparts, who mostly supported the statement. In the case of
Egyptian respondents, a discrepancy between their awareness of the problem and their actions could be
noted, besides the prevalence of neutral responses indicating doubts. The percentages displayed reveal
awareness from the side of the Egyptian youth about the potential impact of fake news and their reported
perception that it is important to consider the source which delivers the news, which was barely reflected
in the previously mentioned findings on verification ability. However, there is also a high percentage who
reported neutral positions, in that sense, indicating confusion, indifference, or lack of enough awareness
(like the case with sharing news stories only from professional sources, where more than a third stated
being neutral about it).

In the case of Spanish respondents, in line with the findings on verification ability, the percentages
displayed reveal that youth are more aware of the essentiality of double-checking content than of verifying
sources. This has been reflected through their more dispersed responses to the statement about checking
sources of information in a news story before sharing. In line with the qualitative findings, respondents
show that they care about the credibility of information and understand their responsibility when sharing
content.

Regarding their ability to detect fake news, Spanish respondents show more confidence in their
competencies than their Egyptian counterparts with the majority reporting “neutral”. Interestingly,
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respondents from both countries reported that the hateful writings they encounter attack individuals/groups
for political views most (77% Egypt, 86.5% Spain). Egyptian respondents encountering hate speech for
religious beliefs/religion (52.7%) and gender (32.4%) come next. Spanish respondents encountering hate
speech for gender (74.3%) and sexual orientation (70.3%) come after political views.

When asked about their reactions to harmful content (fake news or hate speech), the majority of
respondents stated that they ignore it (50.9% in Egypt, 47.3% in Spain). Findings from both countries
reveal that harmful content does shape a considerable part of youth’s online news experience.

3.5. Reading, sharing and content generation
Scholars (Fletcher et al., 2018; Parlapiano & Lee, 2018) note that false material multiplies on social

media much more than truthful content thanks to algorithms which makes individuals’ exposure to content
in linewith their beliefs higher, creating a filter bubble (Allcott &Gentzkow, 2017; Dornan, 2017; Hawdon
et al., 2015). Hence, many scholars agree that human behavior online complicates the problem of mis/dis-
information (Vosoughi et al., 2018; Anderson & Rainie, 2017; Newman et al., 2017; Allcott & Gentzkow,
2017). Consequently, youth’s news behavior was investigated by understanding how they read, share
and generate content online.

Reading: According to the qualitative findings of both countries, Egyptian and Spanish respondents
only read headlines of news stories on social media most of the time. Respondents from both countries
demonstrate awareness that professional journalists in many instances use sensationalism and write
misleading headlines (clickbait content) with the sole purpose of attracting users at the expense of content
quality. Despite this, respondents still barely read full stories, unless it concerns ”big events” as noted by
Egyptian interviewees, or ”interesting” to them as noted by their Spanish counterparts. It is paradoxical
that, despite being aware and clear that fabricated news and misleading headlines are common on social
media, still the majority of students just read the headlines and rarely clicks on them for full stories. Spanish
respondents shed light on how reading nowadays has changed; “more like skimming through the overload
of information encountered”. Besides headlines, what else do young people read? Comments.

Based on the findings from both countries, minor percentages of respondents stated that they never read
comments (8.2% in Egypt, 9.2% in Spain), which means that the majority do. Investigating their motivations
(four categories), Egyptian and Spanish respondents were found to have different priorities, with seeking
information being the primary motive for Egyptian respondents, it becomes clear how important the
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role of peer citizens in creating content has become, and especially how it is regarded by a majority as
complementary to the information provided by journalists through the news article itself. This should be
taken into account bearing in mind how studies (Erjavec, 2014; Erjavec & Kova�i�, 2012) revealed that
hate speech exists in many instances in comments on news, as previously highlighted. Furthermore, the
problem is aggravated, with scholars emphasizing how hate speech producers use techniques of rewriting
and reshaping the meanings in the news articles consistently to serve their purposes (Erjavec & Kova�i�,
2012). For Spanish respondents, social interaction is the primary motive to read comments. Hence, it
becomes clear how peer citizens can impact each other’s opinions by creating an online public sphere
for deliberations. This means, in the context of this study, that being conscious of the creators of content
is necessary not to be misled. Entertainment motivation comes second for Egyptian respondents, while
information motivation is second for Spanish respondents.

Sharing: Motivations behind youth´s sharing behavior on social media being investigated. The
motivations were divided into four categories: information seeking, socializing, entertainment and status-
seeking (Lee & Ma, 2012). For respondents from both countries, information-seeking and socializing
motivations are most influential. For information-seeking motivation, most respondents stated that sharing
news on social media:

• Helps them store useful information (64.5% Egypt, 33.8% Spain).
• Helps them keep up to date on the latest news and events (32% Egypt, 50% Spain).
• It becomes easy to retrieve information when needed (41% Egypt, 33.8% Spain).

Socializing is also regarded as an essential motive for respondents to share information on social media;
the sampled youth stated that:

• It is effective to exchange ideas with other people (44% Egypt, 39.2% Spain).
• It makes them keep in touch with people (40% Egypt, 13.5% Spain).
• It helps them interact with people when sharing news (30% Egypt, 47.3% Spain).

Entertainment and status-seeking were less important as motivations to share news in the cases of both
countries. However, how likely are respondents to share in the first place? According to the quantitative
findings, Egyptian respondents are more likely to share news than their Spanish counterparts as reflected by
the percentage of participants reporting they never share news on social media (8.2% Egypt, 21.6% Spain).
In contrast, based on the qualitative findings, most Egyptian interviewees demonstrated reluctance to share
news on social media, mainly for fear of being judged for views and of unintentionally misinforming. While
Spanish interviewees demonstrated the fear of unintentionally misinforming their community as the main
reason for not sharing. Such findings go in line with the fact that youth from both countries demonstrated
care about the veracity of any material they share.

4. Conclusion and discussion: Implications to consider
Overall, there are more similarities than differences between the findings of the Egyptian and Spanish

cases. The same correlations were concluded in both cases as demonstrated in the findings and analysis.
The most important differences between the findings of the two countries are in the level of engagement
to news as concluded, based on differences in:

• Trust in the media; cynicism versus criticism.
• Knowledge about the news media industry.
• Primary sources of news.
• Informational use of social media platforms.

Furthermore, motivations to read were found to be different. Such a finding is related to primary sources
of news; Egyptians’ being social media and Spanish individuals’ being professional media. This leads to a
conclusion that Spanish respondents use social media for their original role as news disseminators/carriers
and are aware of how socializing (and being informed while doing so) is its first purpose, rather than
counting on it for obtaining information on which to build opinions.

When discussing hate speech, one common argument between respondents from both countries is the
fact that media polarizes and separates people by using stereotypes, labels and the ’us and them’ rhetoric.
Such polarization exists in both Egyptian and Spanish societies.
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In light of such findings, youth from both countries suffer an environment charged with misleading
content which is a symptom that potentially affects citizens’ political engagement negatively. According
to scholars, the two main prerequisites of a healthy democracy are the dissemination of relevant facts
and information by politicians and the media, and citizens’ use of such information in a manner that
suits their preferences and, at the same time, “correct mistaken conceptions” (Kuklinski et al., 2000).
With the majority of youth in both countries demonstrating the existence of confirmation bias in their
news/information-seeking behavior, the task of the news to “correct mistaken conceptions” is more
challenging than ever before. This especially applies to levels of media trust playing an essential role;
the lack of it leads to the lack of engagement with the news.

Now more than ever, quality journalism became a need for survival. In that sense, involving current
and future journalists in the field of news literacy is essential to provide a practical perspective, regain
users’ trust and reflect on their own work. The first step is admitting that the current online environment
has taken its toll on the quality of journalism. Journalists are under pressures such as the immediacy
of breaking news versus accuracy and verification, and audience trust versus maintaining their economic
survival. This inevitably aggravates the information chaos problem by allowing false andmisleading content
to grow. Respondents in this study accuse the professional media of inciting hatred primarily for political
views and hence dividing the people and labeling them. Hence, news literacy is deemed essential for
journalists to incorporate and regain their image as legitimate sources of information to citizens by proving
transparency and educating the public about their work. Setting the theoretical grounds for news literacy
is still underway. Hence further research is necessary in order to seek defining and examining theoretical
tenets for news literacy.
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ABSTRACT
Even though in 2021 many universities have decided to resume teaching activities face to face, we believe that the use of
online applications will remain a feature of the educational system due to the flexibility offered and the learning possibilities.
We aim to analyze the predictive role of personal factors, such as self-efficacy, technostress creators, technostress inhibitors,
and tolerance to uncertainty in the use of e-learning tools for teaching and in the use of these applications in the context of the
uncertainty generated by the pandemic. The sample consisted of 1,517 academics. The results showed that technostress
creatorsmediate the relationships between technostress inhibitors, technology self-efficacy, use of applications, and satisfaction
with the use of e-learning platforms. Although the current context is dominated by uncertainty, the hypotheses regarding the
direct and indirect effects of uncertainty in the use of online s in education were partially sustained. The most important
finding of our study is that, although the current context is characterized by uncertainty, the negative impact of the resulting
higher levels of stress can be counteracted by a high level of technology self-efficacy which, in turn, predicts a greater extent
the use of platforms and the satisfaction of using these platforms.

RESUMEN
Si bien en 2021 muchas universidades han decidido retomar la actividad docente presencial, creemos que el uso de
aplicaciones en línea seguirá siendo una característica del sistema educativo por la flexibilidad que ofrece y las posibilidades
de aprendizaje. Nuestro objetivo es analizar el papel predictivo de factores personales, como la autoeficacia, los creadores
de tecnoestrés, los inhibidores del tecnoestrés y la tolerancia a la incertidumbre sobre el uso de herramientas de e-learning
para la enseñanza y sobre el uso de estas aplicaciones en el contexto de la incertidumbre generada por la pandemia. La
muestra estuvo conformada por 1.517 académicos. Los resultados mostraron que los creadores de tecnoestrés median
las relaciones entre inhibidores de tecnoestrés, autoeficacia tecnológica, uso de aplicaciones y satisfacción hacia el uso de
plataformas de e-learning. Aunque el contexto actual está dominado por la incertidumbre, las hipótesis sobre los efectos
directos e indirectos de la incertidumbre sobre el uso de la aplicación en línea en la educación se sustentaron parcialmente.
El hallazgo más importante de nuestro estudio es que, aunque el contexto actual se caracteriza por la incertidumbre, el
impacto negativo de los mayores niveles de estrés resultantes puede ser contrarrestado por un alto nivel de autoeficacia
tecnológica que, a su vez, predice en mayor medida el uso de plataformas y la satisfacción de usar estas plataformas.

KEYWORDS | PALABRAS CLAVE
Technology self-efficacy, technostress creators, technostress inhibitors, intolerance to uncertainty, e-learning,
satisfaction.
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1. Introduction and state of the art
The spread of the coronavirus epidemic generated uncertainty concerning academic life, with nearly

85% of the total enrolled learners in 172 countries being affected (UNESCO, 2020). By the fall of 2020,
many universities identified solutions to combine or replace in-person instruction with online instruction,
and by the winter of 2020-2021, most universities provided online-only classes based on ICT systems
(UNESCO, 2020). Some of these systems offer blended learning, others are of the massive online open
courses type, and others only offer a simple platform through which teachers can share content with
students, offering video conferencing features to replace in-person classes. Moving all programs online
proved challenging for all of them, and many institutions have had to quickly find solutions to replace
in-class education. Recent research found that barriers limiting how technology can enhance teaching at
universities still exist (Polly et al., 2021).

Although some teachers have positive attitudes towards digital tools, they still need training in the
use of ICT tools in teaching and content creation (Casero-Béjar & Sánchez-Vera, 2022) since, even
though in 2021 many universities have decided to resume face-to-face teaching activities, the use of
online applications will remain a feature of the educational system due to the flexibility offered and the
learning opportunities (Hodges et al., 2020). This flexibility is dependent, among other factors, on the
characteristics of teachers, such as self-efficacy, technostress, and tolerance to uncertainty, including the
context in which the teaching activities take place. In these conditions, the main research question is: are
the personal factors affecting the use of e-learning tools for teaching in conditions of uncertainty generated
by the pandemic? This research question was tested on a representative sample of Romanian academics
from the most important higher education institutions. The following section will present determinants
of using e-learning tools among teachers including self-efficacy, technostress creators, inhibitors, and
uncertainty, sustained by relevant recent studies.

1.1. Determinants of e-learning satisfaction among university teachers
Mouakket and Bettayeb (2015) found that the perceived usefulness of e-learning is the most important

predictor of teachers’ satisfaction with e-learning. Satisfaction in online teaching is correlated with
perceived effectiveness (Almuwais et al., 2021), even though teacher training has no influence on
satisfaction (Al-Samarraie et al., 2018). Ease of use, accessibility of IT Infrastructure (Rokhimah & Sirait,
2021), job-related factors (Marasi et al., 2022), support for flexibility in teaching schedules and appropriate
training are more likely to make teachers satisfied with online teaching (Stickney et al., 2019). While these
aspects have been debated as factors determining e-learning satisfaction among university teachers, fewer
studies have highlighted the role of factors such as technology self-efficacy, technostress, and intolerance
to uncertainty. Nevertheless, let’s not forget that an e-learning platform is just a tool whose results depend
on the teachers’ involvement, their teaching skills, or their abilities to adapt.

1.2. Techno self-efficacy (TSE)
According to Bandura’s social-cognitive theory, self-efficacy is an important factor in predicting

task performance (Bandura, 1997), influencing individuals’ emotional reactions or thought patterns in
stressful situations. Research has found that highly perceived technology self-efficacy encourages the
use of computers while reducing an individual’s IT-related anxiety (Pressley & Ha, 2021), generating
a constructive atmosphere for supporting efforts and easier adaptation to IT related changes (Bakar et al.,
2018). For teachers, TSE is related to the effective use of platform facilities. Research has tested several
factors related to technology integration and self-efficacy in teaching, such as setting goals and learning
experiences. (Ünal et al., 2017).

Under normal conditions of certainty, the success of the implementation and use of an information
system can be quantified by indicators such as actual use (how the system and the apps are being used),
perceived usefulness, and intent to use (Yoo et al., 2012), or satisfaction. Given the current situation of
uncertainty and the mandatory use of e-learning platforms as well as the need to adapt to highly stressful
situations, we will consider satisfaction as a key performance indicator of the successful implementation
of an information system for the end user. Based on the existing related research we posit that:
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• H1: Technology self-efficacy has both direct and mediated effects on the satisfaction with the
use of e-learning platforms.

• H2: Technology self-efficacy has both direct and mediated effects on the effective use of e-
learning platforms.

• H3: The use of e-learning applications has both a positive direct effect on satisfaction towards
the use of e-learning platforms and a mediated effect between technology self-efficacy and
satisfaction.

1.3. Technostress
During the pandemic, teachers were exposed to higher levels of stressors due to the need of being

always online. Techno-stressors are stimuli, events or demands related to technology, grouped into five
categories of ICT stressors in the working environment (Ragu-Nathan et al., 2008), with connected
stressors in a non-working environment (Tarafdar et al., 2020). In an academic environment, techno-
overload is perceived when teachers are expected to work harder if they use e-learning systems. Techno-
invasion appears when academics perceive the borders between private domains and work to be blurred,
a situation that was exacerbated in the pandemic when academics taught from their own homes. Techno-
complexity occurs when teachers think they are not capable to use tools because they do not have the
required/technical skills. This situation seems to appear especially for men, younger people or those with
lower computer literacy (Maier et al., 2017).

Techno-insecurity is related to the anxiety of losing one’s job due to information systems. It could occur
due to over-technologization and socialization of teaching (e.g. the emergence of MOOCs or technology-
enhanced learning applications). Techno-uncertainty could be faced when ICT systems are seen as a
source of multiple changes in the organization, focusing on the rate at which the software or hardware
change, eventually in a digital transformation process, or when teachers feel anxious about the integration
of ICT in their teaching activities, thus creating uncertain work expectations or requirements (Li & Wang,
2021).

Technostress consequences at an individual level consist of reduced job satisfaction, productivity, end
user satisfaction, and performance (Tarafdar et al., 2020), and increased burnout (Pflügner et al., 2021).
Extended working hours are correlated with higher levels of job stress (Jerrim & Sims, 2021; Syvänen et
al., 2016) and the need for permanent change within an environment that appears to have grown into
a more and more turbulent one, producing progressively stressful working conditions (Fida et al., 2015).
Consequently, we posit that:

• H4: Technostress creators have both direct and mediated effects on the satisfaction with the
use of e-learning platforms and on their effective use.

As personal factors, organizations could also help employees decrease technostress by implementing
support mechanisms like helpdesks or development programs (facilitating conditions) based on employees’
perceptions regarding the resource availability that could remove technological barriers (Venkatesh et al.,
2012). Tarafdar et al. (2015) found that the presence of inhibiting mechanisms usually improved the use
of information systems, resulting in enhanced outcomes: increased productivity or innovation, increased
system use-related satisfaction etc.

Technostress inhibitors represent available facilitating resources that could decrease harmful effects
caused by technostress creators. Research conceptualized three technostress inhibitors: literacy facilitation,
provision of technical support, and facilitation for user involvement in various technology-related decisions.
Literacy facilitation (1) is related to plans intending to enhance knowledge and skills (e.g. professional
development plans, teamwork, knowledge sharing) (Skaalvik & Skaalvik, 2017). When challenges
occur, technical support (2) via various IT support systems could lower the techno-related stress.
Involvement facilitation (3) regards the involvement of teachers in the decision-making process related
to the implementation of various information systems related to e-learning and research collaboration
(Tarafdar et al., 2020). These findings could show that inhibitors, like a high-quality helpdesk, are expected
to increase satisfaction with the use of ICT and e-learning systems and to further indirectly affect teachers’
inclination to increase the usage of ICT systems at work. We thus expect:
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• H5: Technostress inhibitors have both direct and mediated effects on the satisfaction with the
use of e-learning platforms and on their effective use.

1.4. Intolerance to uncertainty
Intolerance of uncertainty is the propensity to negatively react in behavioral, emotional, and mental

areas when facing uncertain situations (Dugas et al., 2004). Individuals with a higher degree of intolerance
to uncertainty would be more relaxed when predictability is possible and, therefore, would intend to
decrease or even eliminate uncertainty (Uzun & Karata�, 2020).

Research on employees’ perceived uncertainty at work is scarce. It suggests that perceptions of
uncertainty negatively affect job-related satisfaction due to the concern of not being able to foresee what
the future will bring, uncertainty being a powerful stressor (Tinaztepe, 2012). It is also possible that
individuals with higher intolerance of uncertainty could be more concerned by the uncertainty of further
transformations related to the pandemic and its socio-economic consequences (Mertens et al., 2021).

Considering the changing conditions of the current situation, including the suggestions that a state of
uncertainty could affect employees’ work performance, we posit that:

• H6: The intolerance of uncertainty has indirect effects on the use of e-learning platforms and
the satisfaction towards the use of e-learning platforms.

Based on the literature and the above relationships, we assume the existence of the following theoretical
model (Figure 1).

2.Materials and methods
The main objective was to assess the predictive role of technostress creators and inhibitors, techno

self-efficacy, and the use of the online platform on teachers’ satisfaction in conditions of uncertainty. A
quantitative, cross-sectional study was used.

The sample consisted of N=1,517 academics (males 44%) from various Romanian universities from a
total of 34,440 individuals, sample error for a confidence level of 95% being +/- 2.5. The sample structure
by academic position, fundamental teaching domains, age, and gender are presented in Table 1.
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We prepared and sent a set of questionnaires by means of a personalized email: 30,171 email
addresses were collected from websites using the open source Abot crawler, then parsing HTML and
PDF files for email addresses using regular expressions. The next step consisted of manually cleaning
generic email addresses (e.g. contact@, hr@). The results were imported into the survey application.
The data was collected in April-May 2021, with a response rate of 5.03%. The participants gave their
consent at the beginning of the survey. The study was approved by the council of the Faculty of Psychology
and Education Sciences, TRANSYLVANIA University of Brasov, Romania, after checking all the ethical
standards for human research studies.

2.1. Instruments
Technostress creators (TC) were measured using the 23-item Technostress scale (Tarafdar et al.,

2015). It measures techno-overload (5 items: “I am forced to change my work habits to adapt to new
technologies”), Techno-invasion (4 items, “I spend less time with my family due to this technology”),
Techno-complexity (5 items, “I often find it too complex to understand and use new technologies”),
Techno-insecurity (5 items, “I have to constantly update my skills to avoid being replaced”) and techno-
uncertainty (4 items, “There are constant changes in the computer software in our organization”).

Technostress inhibitors (TI) were measured using the “technostress inhibitors scale”(Ragu-Nathan et
al., 2008). The scale conceptualizes three dimensions of technostress: Literacy facilitation (5 items, “Our
organization provides end-user training before the introduction of new technology”), Technical support
provision (4 items, “The IT department in our organization is well staffed by knowledgeable individuals”)
and Involvement facilitation (4 items, “We are encouraged to try out new technologies”).

The intolerance of uncertainty (IU) was measured using the scale developed by (Carleton et al., 2007).
The 12 items are rated on five-point Likert scale measuring responses to uncertainty, ambiguous situations,
and the future. They are grouped into two dimensions, Prospective anxiety (7 items; “I can’t stand being
taken by surprise”) and Inhibitory anxiety (5 items; “When it’s time to act, uncertainty paralyses me”).

Technology self-efficacy (TSE) was measured using the five-item Technology self-efficacy scale
(Venkatesh et al., 2012). The 5 items are rated on a five-point Likert scale r and measures the belief in
one’s ability to successfully perform online tasks in educational settings (e.g., “Whether the use of online
technology is difficult or easy”). The use of e-learning platforms in teaching activities (USE) was measured
through 8 items created by the authors of this study, measured on a five-point Likert scale. The items were
grouped in two dimensions, eee of e-learning platforms in evaluation and monitoring activities (4 items
“Monitoring students’ progress through evaluation throughout the course”) and use of e-learning platforms
in teaching activities (4 items: “I use the platform to prepare individualized work tasks”).

The satisfaction with the use of e-learning platforms (SAT) was measured through a three-item
scale, created by the authors of this study (e.g., “Overall, how satisfied are you with the recent
online teaching experience (last month)?”). A ten-point Likert scale was used, ranging from 1 (not
at all characteristics of me) to 10 (entirely characteristic of me). Details and results concerning the
measurement model and Cronbach’s Alpha are provided in the section onMeasurement model and online
(https://doi.org/10.6084/m9.figshare.19312253).

3. Analysis and findings
The present study employed structural equation modeling, partial least squares (PLS), to analyze

data using SmartPLS 3.0 (Ringle et al., 2015). The hypotheses were tested with 5,000 resamples. To
analyze and interpret the mediation effects, we used Chin (2010) recommendations. The VIF analysis
for evaluating multicollinearity revealed values lower than 3.8, indicating that collinearity is not an issue.
All the dimensions were considered reflective while the use of e-learning applications was considered
formative.

3.1. Descriptive analysis for the use of online applications and e-learning platforms
The average number of teaching activities in a week for the first semester was 5.26. Most participants

(15.9%) stated that they carry out 10 or more activities per week, followed by those who carry out 4
teaching activities per week (15.2%). An in-depth analysis reveals that most professors in teaching positions
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(25.6%) spend a long time (between 3-4 hours) preparing an online teaching activity (Table 2). They
usually have fewer teaching activities than other teachers, but of a high complexity, which requires careful
training. Lecturers are the ones who allocate mostly more than 4 hours a day for the preparation of an
activity (24.8%) compared to the associated teachers, who spend less than 1-hour training (11%).

An analysis from the perspective of the fundamental teaching domain shows that for exact sci-
ences teachers dedicated more than 4 hours to the preparation of online teaching activities. Be-
tween 1 and 2 hours for material, preparation are allocated by teachers in the social sciences
fields. Further details regarding preparation time for online teaching activities can be found here:
https://doi.org/10.6084/m9.figshare.19312253.

3.2. Measurement model
The model has five constructs with reflective measurements and a construct with formative

measurement (the use of e-learning platforms) (Table 3). The composite reliability (CR) (items constantly
measure the same construct) for each construct was at least 0.78, showing satisfactory levels of internal
consistency.

For assessing convergent validity (how closely a scale is related to other variables or measures of the
same construct), the average variance extracted (AVE) for all the constructs were between .550 and .808,
satisfying the requirements. The values of indicator loadings for the formative construct were all above
.62 indicating adequate convergent validity. Given the good psychometric properties, we kept all the items
included in the initial scales.

3.3. Hypotheses testing
The Pearson correlation (https://doi.org/10.6084/m9.figshare.19312253) showed that TSE was

negatively correlated with TC and positively associated with TI, the highest positive association was
obtained for SAT, while the associations of TSE with USE was moderate. IU was negatively associated
with TI and positively with TC, while the associations with SAT was negative and low. TI correlated
positively with the use of e-learning platforms and the satisfaction generated by their use, while the
associations of the use dimensions with the TC were negative. To test the hypothesis, we ran several
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mediation analyses, using TSE, IU, and TI as antecedents, TC as mediator, and USE and SAT as effects
(Figure 2). The total variance explained was 30% for TC, 37% for SAT, and 14% for USE.

The analysis of the direct, indirect, and total effects showed that the relationships between TSE, TI
and IU and USE and SAT are mediated by the TC. We found mostly partial mediations, the direct effects
between the antecedents and USE and the SAT being significant. We found only one total mediation
between the IU and USE through TC. USE does not mediate the association between the IU and SAT,
and TC does not mediate the association between TI and the USE (Table 4).

We have run several multi-group analyses related to gender, academic position and teaching and
research domain and none showed significant results.

4. Discussion and conclusions
Most of the study hypothess were sustained by the data, showing mainly that TC mediates the

relationships between TI, TSE and use and satisfaction towards the use of e-Learning platforms. Although
the current context is dominated by uncertainty, the hypothesis regarding the direct and indirect effect of
uncertainty on the use of the online application in education were partially sustained. In line with previous
research, our study showed that TSE is one of the most important antecedents of the use of e-learning
platforms and the satisfaction to use them, the direct effects of self-efficacy being positive and significant
(Pan, 2020), supporting H1. Other studies showed self-efficacy is a powerful contributing factor related
to the ease of use which, combined with behavioral intention, affects the actual use. Our study confirmed
previous research, showing that self-efficacy directly impacts the behavioral intention to use technology
and actual use (Maican et al., 2019). Our results showed that enhanced self-efficacy is a condition for
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technology integration in teaching practices. Regarding the satisfaction with the use of online environments,
previous studies confirmed that individuals with high TSEwere more satisfied with an online environment,
thus self-efficacy could improve satisfaction (Prifti, 2022), supporting H2.

In situations when the mandatory use of a system is studied, the satisfaction of using the system is the
most appropriate research performance indicator and not the intention to use it (Chan et al., 2010). Our
study showed that the use of e-learning applications has positive direct effects on satisfaction, supporting
H3. Furthermore, given the TSE importance, academics’ attitudes and involvement are critical for the
efficient use of e-learning, leading to increased satisfaction, concluding that usage has a mediator effect
between TSE and satisfaction.

It is extensively recognized that self-efficacy is both a supporting factor of work success and a protecting
element in stressful working conditions. The negative direct effects of TSE on TC revealed by our results
confirm the protective role of self-efficacy against stress (Caprara et al., 2003). High levels of TSE could
significantly decrease technostress caused by the complexity of the technology involved in online activities.
Academics with higher self-efficacy have higher academic computer-related technology confidence, this
belief individuals to prevail over the complexity of the technology, sense of job insecurity, uncertainty, and
feelings of techno-invasion in daily academic life (Shu et al., 2011).

Concerning the effects of TC on the use of e-learning, the results showed significant negative effects
consistent with a previous study (Upadhyaya & Vrinda, 2021). However, the negative effect of the use of
e-learning platforms was smaller than the direct negative effects of TC on user satisfaction. The extensive
utilization of ICT in academia could explain the higher levels of technostress which significantly reduce the
satisfaction generated by using ICT. Although, previous research focused on general work satisfaction and
our results fit into this framework, demonstrating that technostress is responsible for information fatigue,
motivation loss, and unhappiness at work (Salah-Eddine & Belaissaoui, 2017). Our results support H4,
the partially mediated effect of TSE on USE and SAT, through TC.

TI has a negative direct effect on TC and positive direct effects on USE and SAT. Previous research
confirmed the direct effects of TI on job satisfaction and the use of ICT (Upadhyaya & Vrinda, 2021).
However, the indirect effects of TI on USE through TC were not significant, albeit marginally, showing
that the direct effect of the inhibitors is more important and that this mediation hypothesis is not supported.
For SAT, a partial mediation was found, given both the significant direct and indirect effects (through
technocreators) of TI. The direct and serial indirect effects of TI on satisfaction (through TC and USE)
were also significant. We conclude that TI reduces the effects of technostress (Ragu-Nathan et al.,
2008), sustaining organizational mechanisms and adjustment to reduce the negative outcomes of increasing
ICT use and thus, explaining a higher satisfaction of using ICT in education (Jena, 2015) (H5 partially
supported).

The pandemic has affected billions of people, and the uncertainty of tomorrow has important
consequences on individuals’ behavior. Uncertainty involves increased anticipation of a negative situation
making people less capable of coping with negative events, which can explain higher levels of perceived
stress andmaladaptive behaviors given the increased anticipation of a negative situation (Grupe &Nitschke,
2013). Stress and uncertainty have left their mark on the work of teachers and students alike. The need
to move all activities online created a new context, emergency remote teaching (Hodges et al., 2020).
Students and staff were forced to manage technical concerns, spatial arrangements, family/conflicting
responsibilities, and physical and mental health issues. Our results confirmed the direct positive effects of
uncertainty on technostress creators, showing that uncertainty could explain the increase of technostress.

However, TC had a weak direct positive association with USE, while the direct effect of uncertainty
on USE was not significant. The effects of uncertainty on satisfaction towards the use of e-learning were
negative, both direct and indirect, showing that satisfaction is connected with uncertainty, even when
technostress is involved. Although we expected direct effects between uncertainty and USE, these effects
did not occur, perhaps because the uncertainty situation can be seen as a global one, with medium and long-
term effects. As employees, teachers did not feel the short-term effects, since they know what skills and
tools to use for carrying out their activities. Given that online/remote teaching was the only available option,
the relationship between technostress, platform use and uncertainty cannot be very clear, concluding that
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H6 is partially supported. While self-efficacy is a protective factor against stress, uncertainty is an aversive
state, explaining low levels of satisfaction with the use of technology. Although research focused on the
negative associations between uncertainty and job satisfaction (Bordia et al., 2004), we believe our results
could also provide empirical evidence for the harmful effects of uncertainty.

The multi-group analysis did not show differences between the analyzed groups (teaching positions,
gender, teaching/research field). Previous research found differences in technostress concerning gender
and work experience (Marchiori et al., 2019; Ragu-Nathan et al., 2008). Our study did not reveal
significant group differences, the results being convergent with recent studies (Li & Wang, 2021).
Although we expected differences, the pandemic context probably canceled them out.

Although the pandemic context is fraught with uncertainty in explaining the high level of stress, its
negative weight can be counteracted by a high level of TSE. Equally, the support provided by organizations
through techno-inhibitors can be a major factor, sustaining the use of online technologies, even under
normal conditions. Even if the universities are promoters of advanced research, academics have lifelong
learning expectations, even in the case of “basic” tools such as an e-learning platform, especially related
to the content which requires a significant effort to transpose for online teaching (i.e., from the platform
we want much more than simply sharing presentations). Also, finding solutions for technical disciplines
involving special equipment (e.g., remote-virtual-laboratories) also requires training.

This study may contribute to current research on self-efficacy, e-learning use and technostress in
uncertain situations. First, TSE is under researched in connection with e-learning use satisfaction,
even if self-efficacy is an important factor of task performance. Second, research regarding intolerance
to uncertainty among teachers in the context of e-learning is extremely few. Although uncertainty is
characteristic of the pandemic, as a factor resulting from the person-situation interaction, uncertainty is
not manifested directly over the satisfaction of using e-learning, but only through factors related to the
use of technology. Therefore, uncertainty is an indirect “influencer” in certain situations where the state
of uncertainty caused by various macrosocial events remains high (e.g., conflicts, environmental issues,
various etc.). Third, technostress creators and technostress inhibitors play an important role in satisfaction,
confirming the correctness of our choice. A possible implication could result in providing not only technical
support but also training programs for teachers to develop their self-regulation and coping strategies in
uncertain situations. Forth, we developed a tool to identify teachers’ use of e-learning platforms together
with a tool for identifying teaching satisfaction. Such tools can be used in the future to evaluate the
efficiency of teaching-learning from the students’ perspective. These could also be used as self-assessment
tools for university teachers to improve their online teaching practices.

The pandemic has marked an essential point in using IT technologies in learning, many once-regular-
teachers will use them more intensely in the future, being as an impetus towards digital transformation
into HEIs. A possible limitation could refer to the challenging moment when the study was run, with
universities struggling to find quick solutions to continue their work. As expected, not all the chosen
solutions were the best, since each Romanian university (or even teacher) decided which online platform
to use for mandatory online learning, implying differences in system complexity, ease of use, perceived
usefulness etc. Another limitation is that some universities have already implemented functional e-learning
systems, but which were designed and used on a much smaller scale. Thus, some teachers were already
familiar with the e-learning systems, at least partially, and so the pandemic was not as challenging as for
those who had not used these systems in the past and had to adapt on the fly.

The lack of data on the actual use of the platforms could be another limitation, as only statistics related
to the download of certain applications are public but not information on their use. This limitation could
be solved in a future study applied at the level of a single HEI that would allow access to the usage logs
of the applications from which the current usage would be extracted. The lack of actual user data and
the use of only self-reported values could also cause biased data analysis. In line with this, a possible self-
selection bias could be added, given that the participants volunteered to participate in this study, and their
participation could have been influenced by their great interest in technology and its use. In addition, the
data was collected during the pandemic, when the topic of e-learning was extensively discussed. Another
limitation of this study was the cross-sectional nature of the data used, making it impossible to draw causal
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inferences. A future direction of study is to identify the degree of use of the most popular platforms as
well as the comparative study of the use of e-learning technology at the teacher level after the COVID
pandemic.
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ABSTRACT
Despite recent efforts to examine the political outcomes of social media use, little is known about the reinforcement of political
empowerment and moderating effect of political interest. It is vital to understand the elements that influence the level of
political empowerment. Therefore, this paper used a sample of Pakistani voters (n=410) aged 18-29 to offer insight into
how social media use alongside other political behaviors, such as partisanship, political expression, and political interest, affect
political empowerment. Social IdentityTheory (SIT) and rational choice theory provided the theoretical underpinning for the
variables of this study. The statistical analyses were performed using Partial Least Squares (PLS) to assess the effects of four
variables i.e., social media use, political partisanship, political expression, and political interest, on political empowerment.
This study made a significant contribution to the research literature by combining SIT and rational choice theory in one
framework. This study also expands the literature on political interest by introducing political interest as a moderator between
the inconsistent relationship of political expression and political empowerment. Our results demonstrated that partisanship
and social media use positively influenced political expression among young voters. Moreover, political interest positively
moderated the relationship between political expression and political empowerment.

RESUMEN
A pesar de los recientes esfuerzos para examinar los resultados políticos del uso de las redes sociales, se sabe poco sobre
el refuerzo del empoderamiento político. Es vital comprender los elementos que influyen en el nivel de empoderamiento
político. Por lo tanto, este documento utilizó una muestra de votantes paquistaníes (n=410) del grupo de edad de 18 a 29
años para ofrecer información sobre cómo el uso de las redes sociales junto con otros comportamientos políticos, como el
partidismo, la expresión política y el interés político, afectan al empoderamiento político. La Teoría de la Identidad Social
(TIS) y la Teoría de la Elección Racional proporcionaron la base teórica para las variables de este estudio. Los análisis
estadísticos se realizaron utilizando mínimos cuadrados parciales (PLS) para evaluar los efectos de cuatro variables, es decir,
el uso de las redes sociales, el partidismo político, la expresión política y el interés político, en el empoderamiento político.
Este estudio hizo una contribución significativa a la literatura de investigación al combinar ambas teorías en un solo marco. El
trabajo también amplía la literatura sobre el interés político al introducirlo como moderador entre la relación inconsistente de
la expresión política y el empoderamiento político. Los resultados demostraron que el partidismo y el uso de las redes sociales
influyeron positivamente en la expresión política entre los votantes jóvenes. Además, el interés político moderó positivamente
la relación entre la expresión política y el empoderamiento político.
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1. Introduction
The feasibility of social media’s political discourse in participatory democracy, which leads to

democratic political actions, has been under investigation for many years. Apart from theoretical work,
many scholars have also attempted to lay out an empirical foundation of the practicability of social media
as a facilitator of public democratic discourse (Boulianne, 2015). However, the position of social media
political discourse is stronger in comparison to traditional media political discourse i.e., television, and its
role in sustaining democratic political values in the social and political context of Pakistan. For instance,
many social and political influences and pressures put barriers to the coverage of news on traditional media
for fulfilling their sensitive role in sustaining democracy in Pakistan. Television channels in Pakistan are run
in two different setups. Pakistan’s national television is run by the state and private television channels are
run under private media ownership. Being the mouthpiece of the government, Pakistan’s national media,
particularly, broadcast limited independent rational debate, whereas, in the case of private media, the
situation is a bit different. Private media is controlled mainly by advertising, government, and cross-media
ownership (Riaz, 2007).

Such mediated discourse does not serve democratic political values and does not encourage the
metaphor of transparency. Moreover, several years of multiple dictatorship regimes and the limited scope
of freedom of expression have pushed the country into political and economic turmoil. For the rest of
the period, Pakistan faced barriers in the execution of the political process and the smooth transfer of
democratic regimes from one political party to another. However, during and after the 2013 election,
the transformation in the political structure of Pakistan provided ample space for all existing and emerging
political parties. Pakistan’s political structure was based on two-party politics (Pakistan Muslim League and
Pakistan People’s Party) for decades. However, the emergence of a third political party, Pakistan Tehreek-
e-Insaf, transformed the political structure in Pakistan. This transformation resulted in the expansion of
not only the number of political parties, but also in the expansion within the political parties has also
been witnessed. All political parties’ social media cells were functional before the 2013 election, which
reduced their dependency on traditional media for the coverage of their political campaigns. Political
parties, their supporters, and voters are extensively using social media platforms for their political expression
(Zeib, 2022). Nevertheless, the emergence of new information and communication technologies calls for
a re-examination of traditional participatory culture and new spaces for public discussion to encourage
democratic politics.

1.1. Antecedents of political empowerment
The study is based on two arguments about the relationship of political expression and political

empowerment. First, the study measures the effects of social media use and political partisanship on
political expression, and second, that political expression enhances political empowerment among youth
under the condition of political interest as a moderating factor. Indeed, we found strong evidence that
social media political expression is a very substantial predictor of the political empowerment of the users
(Loader et al., 2014). However, the question about the strength of this relationship and under what
conditions it exists has great importance in a democratic structure of any country. The political system
of Pakistan is potentially influenced by voters’ strong political affiliations. The general voters of Pakistan
continue to show their affiliations with political parties for democratic political participation, and the other
side of the coin is that political parties also strengthen their party base with their party supporters and voters
(Tariq et al., 2022).

There is an increasing academic interest in exploring how dynamics of political communication change
when communicated by a politically interested self. Those with a higher level of political interest are
likely to produce more political empowerment than those with a lower level of political interest or having
no political interest at all (Maurissen, 2020). Given the above-mentioned proposition, the scholarship
discussed in the study is based on an inconsistent relationship between political expression and the political
empowerment of the users. Nevertheless, the main purpose of this study is to investigate the inconsistent
relationship between political expression and political empowerment, which compelled the researchers to
explore a political interest, possibly enhancing the efficacy of political expression for political empowerment.
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Nevertheless, this ongoing study is designed to knowwhether social media political expression and partisan-
based political expression enhance youngsters’ political empowerment and further, whether increased
political empowerment is subject to the moderating effects of political interest. However, we propose the
following hypotheses.

• H1: Social media use has a direct positive link with the political expression of youngsters.
• H2: Partisanship has a direct positive link with the political expression of youngsters.
• H3: Political expression has a direct positive link with political empowerment of youngsters.
• H4: The relationship between political expression and political empowerment is positively

moderated by political interest.

2. Theoretical underpinning
The rational choice theory posits that individual’s economic and social behaviors are based on their

self-interests. People select from many options and make a deliberate choice by making cost and benefit
comparisons, rather than what psychologists state the unconscious or semi-rational decisions. Many
sociologists adapted the rational choice theory to explain social exchanges i.e., the calculation of costs
and rewards in social relationships drive social behaviors (Blau, 1964; Homans, 1958). Nevertheless,
Harrop and Miller (1987) explain the phenomenon of rational choice in partisanship and argue that
partisanship influences the voting behavior of an individual when party affiliation, which is already based
on an individual’s self-interest, is in accordance with the policy proposals of a political party. They put
the bases of political partisanship on the rational choices of voters. They further explain that people
make deliberate decisions based on rational choices, having a justification behind every decision. In this
framework, we believe that in a democratic structure, political values such as liberal and independent
political thoughts and independence in making choices in the decision-making (rational choices) process
should also prevail in the political system of the country, which is basically argued by rational choice
theorists.

Citizens’ capability to evaluate the democratic quality of the political process is a determinant of political
interest. On the one hand, if deliberation enhances the political empowerment of citizens, it also requires
political interest in the deliberation process (Morrell, 2005). Therefore, we expect that if citizens have
more political interest, they will exhibit more political empowerment by making rational choices.

The theoretical foundation of the phenomenon of partisanship is established on Henry Tajfil’s Social
Identity Theory (SIT) developed in 1974. The theory explains the behavioral aspects of individuals’
group belonging (Tajfel, 1974). SIT explains the cognitive process of the inner self of an individual and
the resulting related behavioral motivation in a group. In the democratic political structure of any country,
people want to be identified with a certain political party affiliation. The desire to be attached to different
social and political groups is a human instinct. Partisanship possesses a very significant place in a person’s
political life that continues to evolve stronger in a youngster’s life (Shively, 1979). Because of party loyalties,
the impact of political partisanship is very deep as it transmits from one generation to the next.

Taking up the position from the processes identified by SIT, political partisanship has the enforcement
value that motivates the partisans to behave in a particular way associated with political groups. Although
the members of political groups are mostly bounded by ideological associations rather than proximal
attachment i.e., they share common views and interests in their group circle. On the other hand, the
members, who have some ideological affiliation, try to seek people with the same traits, behaviors, and
viewpoints that are found in in-group partisans and encourage the other members to update their political
knowledge (Großer & Schram, 2006).

3. Literature review
The relationship of social media political expression with political efficacy attained considerable

research attention from communication scholars throughout theworld. More recent scholarship is focusing
on the political discourse of social media for youngsters’ political awareness and empowerment, news
seeking, political campaigning, and online and offline political activities (Ahmad et al., 2020), some of
them using cross-sectional and some using panel data.
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However, during the process of a systematic review of relevant literature, we pondered on the previous
and recent research trends in media, communication, and political science studies. The scholarship
on this topic is supported by a plethora of studies based on three theoretical assumptions. The first
assumption deals with the relationship of social media and partisan-based political expression with political
empowerment. The second is about the causal but inconsistent relationship between political expression
and political empowerment, and the third, is about the moderating variables in the relationship of political
expression and political empowerment.

3.1. Social media use encourages political expression
Social media use refers to the purposive and frequent social media use to get political information

(Zolkepli et al., 2018). We connected this with political information to develop an understanding of
political issues. Popular social media websites have started a new arena of discussions, talks, and other
forms of expression. The political expression refers to expressing personal emotions and feelings about
politics through a variety of social media tools (Chen&Chan, 2017). The ability of social media to enhance
the predictable outcomes of individual expression by communicating it to an unlimited network of members
immediately has established its unique place in communication research (Gil-de-Zúñiga et al., 2014). In
addition, the younger generation tend to use social media more consistently for active participation and
social integration (Colás-Bravo et al., 2013). The fast-growing technological changes in digital media have
opened opportunities of political expression for youngsters in Pakistan as well. Almost all political parties
and political candidates have social media accounts, sharing several posts and tweets in a day. Moreover,
young voters are making substantial use of social media in seeking political information and discussing and
sharing political views (Ali & Fatima, 2016). Skoric et al., (2016) initiated an empirical investigation on the
role of social media use in encouraging the political expression of users in Confucian Asia. They found
that social media use encourages users to share their political selves and to express their views on social
media.

3.2. Political partisanship encourages political expression
Research depicts that those having strong partisanship or politically extreme ideological views tend

to express themselves politically more via various online and offline platforms than those with a low
level of partisanship or with non-partisanship (Moffett & Rice, 2018). Partisanship refers to the sense
of closeness and attachment of an individual towards a particular political party (Huddy et al., 2010).
To be identified with a political party shows a strong sense of psychological attachment to that political
party. Furthermore, such expressions associated with party identifications are positively related to an
increase in individuals’ political empowerment and motivation to participate in political activities (Dancey
& Goren, 2010). However, weak or moderate partisans were less likely to express their minority views
on Facebook because of the difference of opinion with those who are in the majority (Kim, 2018). Given
the moderation effects of higher agreement among cohorts and higher reliance on political parties, strong
political partisanship also enhances cognitive and behavioral engagement in political discussions and various
forms of online expression (Chan, 2018).

3.3. Inconsistent relationship between political expression and political empowerment
So far, the academic literature is fluctuating between an overly optimized view of social media’s political

effects and a critical evaluation of the use of these platforms. There is a sizeable body of research that
provides evidence that the effects of social media use on political empowerment are uneven and hardly
symmetrical, and that the effects vary depending on the context, intervening factors, demographics, etc.
Political empowerment is a psychological phenomenon (Spreitzer, 1995) that refers to citizens’ ability to
analyze the political issues, make political decisions and exercise their capacity to organize and mobilize
the community freely and independently (van-Dop et al., 2016). According to Boulianne (2015), the
effects of social media political expression vary among youngsters and the general population, different
types of users, active and passive social media use, interest-based uses, and cross-sectional and panel
data. However, a comprehensive examination of the aforementioned research divulges that substantial
gaps exist within the literature, specifically regarding the use of intervening variables, which may help in
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enhancing the effect of the explanatory variable. So far, we have concluded that the scientific community
has a shared consensus on the relationship of political expression and its effects on political empowerment
of users. However, confirmation about the strength of this relationship i.e., strong or weak, direction
of relationship i.e., positive or negative, and whether it is a direct or indirect relationship is not yet clear
(Boulianne, 2015). Many studies, despite having a positive relationship between political expression and
political empowerment, could not explain the high variance (Gil-de-Zúñiga et al., 2014). The central
question here is whether the effects are primarily related to digital media use or associated with the people
who are more politically interested. This argument firstly shows an inconsistent or triggering relationship
of political expressions with political empowerment on which many researchers agree and secondly, it
explains the importance of the moderation of political interest in this inconsistent relationship.

Political interest refers to personal attention towards political news and current affairs with keen ob-
servation of political activities and seeking political information from everyday communication (Himelboim
et al., 2012). Political interest is contested by many contemporary communication scholars as a key for
sustaining democracy and it has been found that political interest is a decisive precursor for political efficacy
i.e., self-understanding of political abilities and that one’s political actions affect the political process (Prior,
2019). Kalogeropoulos et al. (2017) found a positive spiral of reinforcement and suggest that highly
motivated or politically active citizens are more likely to get into lengthy discussions and comment on others’
posts, which primarily requires political interest to process the information. Our scholarship implies that if
political interest can prove to be an effective explanatory variable, it also qualifies as an effective moderating
variable.

However, this article builds on the question: “Can the individual’s political interest enhance the
capacity of political expression for political empowerment of youngsters?”, by specifying that effective
political expression is expected to have a strong relationship with political empowerment, which is
moderated by political interest to achieve the desired goals. Nevertheless, Bimber et al. (2015) revealed
contradictory arguments and found a positive and consistent relationship of digital media use with political
talks and voting, for having lower political interest. However, we believe a negative relationship exhibits
an equally effective implication of political interest as an important moderating variable.

Hence, on par with the previously mentioned arguments and in the light of previous literature, the
viability of social media or partisan-based political expression for the models of political empowerment
weakens, declining the direct paradigm of political expression and political empowerment and engagement.
Consequently, we found a strong agreement on a substantial moderating variable of political interest as
an important legitimizing mechanism. Based on the previous literature and hypotheses, we design the
following conceptual framework as shown in Figure 1.
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4.Methods and measures

4.1. Study setting and design

Because of the increasing importance of youth in Pakistan, we targeted young voters as the unit of
analysis in this study. According to the ministry of youth affairs in Pakistan, people aged 15 to 29 are
considered youth (Ashraf et al., 2013). However, the voting age in Pakistan starts from 18 years old,
therefore, individuals aged 18 to 29 years were considered as the study population. The most recent
population census reported that the total population of Pakistan is 207,774,520. The young voters
comprise 29% of the total population which is approximately 60,254,611 (United Nations Development
Pakistan, 2018).

To determine the sample size and demonstrate confident findings, we combinedG-power analysis with
Krejcie and Morgan (1970) formula. G-power 3.1.9.7 determined a sample size of 85 for four predictors.
A power of 0.80 is calculated for this sample size. As the study population was heterogenous, to yield
maximum power it is recommended to increase the sample size (Hair et al., 2019). Here, we applied
the Krejcie and Morgan (1970) formula and increased the sample size to 385. We received 410 usable
responses that yield a power of 0.9, which is sufficient to claim confident findings.

Due to the COVID-19 spread, we collected the data through an online survey using snowball sampling
that is appropriate in the absence of a sample frame (Bobbie, 2013). The survey took four months to
complete; from July to October 2020. Sarstedt et al. (2019) reported that snowball sampling produces
sample bias and generalizability problems.

To address these issues, increasing the sample size and comparing the gender ratio in sample
demographics with the ratio of national population statistics are recommended. G-power analysis, the
male and female ratio in demographic data, demonstrates the true representation of the population of
Pakistan (Table 1). Hence, the issues of true representation and sample bias were addressed.

4.2. Measurement

The responses of participants were recorded on a 5-point Likert scale. For social media use, political
interest and political empowerment scale were used ranging from “strongly disagree” to “strongly agree”.
However, for the partisanship scale, it ranged from “weak” to “extremely strong”, and for political
expression from “never” to “all the time”. The social media use items were adapted from the research
of Zolkepli et al. (2018), political interest items from Bimber et al. (2015), Becker and Copeland (2016)
and Himelboim et al. (2012), political empowerment items from van-Dop et al. (2016) and Spreitzer
(1995), partisanship items from Huddy et al. (2010) and Chan (2018), and political expression items from
Gil-de-Zúñiga et al. (2014) and Chen and Chan (2017).

Though all the items used to measure variables were adapted from past research, still we went through
a rigorous validation process. An expert panel comprising three academics was consulted. Their feedback
was incorporated to modify the items. After this, we conducted a pilot study among 50 respondents. The
results of the pilot study assisted us in refining the measurement scale for this study.

5. Results

5.1. Demographics

The demographics show that most of the participants were male (52.20%), followed by female
(47.80%). The statistics on the world’s social media users back up these results (Barnhart, 2021).

The largest group (43.20%) of respondents were aged between 22 and 25, which coincides with the
previous study, showing that the highest percentage of young social media users were between the age of
21 to 25 years in Pakistan (Zulqarnain & Taimur-ul-Hassan, 2017). Table 1 presents demographic details
as well as interesting characteristics of the Pakistani population published by the government of Pakistan
referring to our findings.
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The validation of measurement and structural model for PLS path analysis was achieved employing
Smart PLS 3.3.3. To assess the collinearity of single-source data, we measured the variance inflation
factor (VIF) and found VIF between the acceptable range of five or less (VIF≤5), as directed by Hair et
al. (2017).

5.2. Measurement model assessment
We applied internal consistency reliability, convergent validity, and discriminant validity criterion for

the assessment of the measurement model (Hair et al., 2017). The criteria to determine the internal
consistency reliability are labeled as Cronbach’s alpha (α>0.60), Composite Reliability (CR>0.70), and
Henseler’s rho (ρA>0.70) (Ramayah et al., 2018), which are illustrated in Table 2.

Outer loadings of the indicators and Average Variance Extracted (AVE) are recommended to evaluate
the convergent validity of the construct. In this study, we kept items above 0.60 loading. We deleted only
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those items necessary to meet the Average Variance Extracted (AVE>0.50) criterion or with the loading
less than 0.5 (Hair et al., 2017). Following these steps, PEM4 with loading 0.629 was deleted to establish
the AVE criterion of convergent validity for political empowerment. All the relevant values are listed in
Table 2.

Discriminant validity ensures that each construct is unique and is empirically measuring a phenomenon
different from other constructs in the same framework. We utilized the traditional Fornell and
Larcker (1981) criterion and Heterotrait-Monotrait (HTMT) criterion to assess the discriminant validity.
According to Fornell and Larcker, discriminant validity is established if the diagonal values of each construct
are larger than its corresponding correlation coefficients. For the Heterotrait-Monotrait (HTMT) ratio
of correlations, Henseler et al. (2015), in a discussion on the HTMT threshold level, stated that it is
debatable. In this study, following Gold et al. (2001) and Teo et al. (2008) recommendations, we
considered 0.90 (HTMT0.90) as the threshold level and met the discriminant validity (Table 3).

5.3. Structural model assessment
After fulfilling the requirements, we assessed the structural model to measure the model’s predictive

capability and relationship between constructs (Hair et al., 2017). To test the significance of the
relationship, we followed Ramayah et al. (2018)’s directive and conducted bootstrapping of 410 cases
with 5,000 samples. Results of direct and indirect relationships in structural path analysis, referring to
the Pakistani young voters, are presented in Table 4. We found a positive and significant relationship
between social media use and political expression (β=0.235, p=0.000, t=5.182). Hence, H1 secured
substantial support. The path coefficient between partisanship and political expression (β=0.365,
p=0.000, t=8.563) was positive and significant. The result is supportive towards H2 and suggests
that respondents with partisan behavior have a tendency toward political expression. Similarly, political
expression was found to be a positive predictor of political empowerment (β=0.160, p=0.000, t=3.727).
Hence, H3 was also supported. In addition to β, p, and t values, the confidence interval bias-corrected
(CIBC) results are also required to report the strength of path analysis (Rasoolimanesh et al., 2021). The
significance of the relationship is determined if zero “0” does not fall between the lower and upper levels
of the confidence interval (Ramayah et al., 2018). The results in Table 4 illustrate that H1, H2, and H3
met the CIBC criterion.

We tested indirect effect relationships to determine the moderating role of political interest between
political expression and political empowerment. Political interest proved as a significant moderator
(β=0.067, p=0.032, t=1.847). Thus, H4was also supported. The indirect hypotheses’ results suggested
that showing political interest as a moderator strengthens this relationship.

Furthermore, the findings of this study revealed that the framework’s outcome variable has a moderate
coefficient of determination (R2). R2 describes the percentage of variance in the dependent variable caused
by the predicting variables. In this study, the R2value for political empowerment was 0.345 (Figure 2),
which depicts moderate and satisfactory predictive accuracy of the model (Hair et al., 2017).
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6. Discussion
This article aimed at exploring the main research question of “whether political interest moderates/

enhances the effect of the political expression on political empowerment of youngsters”. The study
also includes three other paths of relationships. First, it explores the direct relationship of social media
with political expression. Second, it discovers the relationship between political partisanship and political
expression. Third, it enquires about the effects of political expression on the political empowerment of
youngsters. The study is structured based on the theoretical framework of rational choice theory from the
work of George C. Homans (1958), Peter Blau (1964), and Tajfel’s (1974) social Identity theory.

Multiple statistical procedures have been carried out to measure the direction, significance, and strength
of the relationships. The findings identified a positive and significant path for the relationships of social
media use with political expression, which is endorsed by many previous and contemporary studies
(Bimber et al., 2015). The study findings also suggest a positive and significant relationship between
partisanship of youngsters with their political expression. Several relevant studies provide support to
these findings. Partisanship has proved a key variable that encourages political expression on various
political issues (Dancey & Goren, 2010; Kim, 2018). These studies were carried out in the stable political
environments and strong democracies of the United States and South Korea. However, the same outcome
in the case of Pakistan’s developing democracy in a turbulent political environment demonstrates the
consistency of partisanship in influencing political expression. Moreover, the results show that political
expression in any form increases the likelihood of political empowerment of youngsters.

The goal of this study was to explore the twofold requirements of an overarching theoretical
framework. The study findings are sufficiently in accordance with rational choice theory, which poses
high reliance on deliberate choices of individuals in selection matters. Findings suggest political interest
as a substantial moderator that enhances the effect of political expression on the political empowerment
of youngsters. Meanwhile, the theory about partisanship i.e., SIT, recalls the behavioral position of an
individual as a cohort. They are more likely to express themselves in an in-group setting having a like-
minded ideology. Political partisanship tends to exhibit the same political norms in political groups of the
same ideology which SIT suggests.

In Pakistan, there is a widespread belief that young, educated people, particularly females, are
disinterested in politics. There are multiple explanations for this political inactivity. The absence of political
training in the form of student unions, weak economic conditions, political victimization by institutions, and
intensive screen use are some of the reasons consistently presented (Hassan & Sabir, 2020). In contrast,
the findings of this study negated all these. Most of the participants in this research were graduates
from universities, 47.80% were female, and almost all were frequent social media users. Considering
all possible reasons for political deactivation, as mentioned earlier, the findings of this study revealed that
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the political interest of respondents develops a sense of political empowerment among social media users.
From the above discussion, we conclude that if the aim is to establish a democratic political structure in
the country and the democratic strength of citizens for the stability of the political setup, political interest is
a very substantial element in catalyzing youngsters’ political empowerment. Although the role of political
interest in shaping political behaviors has been studied in the past, its moderating role in enhancing political
empowerment and moreover, in the context of Pakistan was novel in the literature.

Based on the current research, that primarily highlighted the importance of social media in democracy
and its effect on political empowerment, the importance of political expression for political empowerment
is also determined. This study suggests that policymakers in Pakistan should encourage social media and
political forums so that citizens can express themselves as much as possible.

7. Limitations and recommendations
The main limitation of this study is related to data collection challenges caused by the COVID-19

pandemic. Initially, the multistage cluster sampling approach was intended for data collection. This
technique required physical administration which was not viable at that time. Overcoming this hurdle,
we applied snowball sampling, which resulted in a change in the predetermined data collection method.
Second, this study is cross-sectional. If data is collected in a longitudinal research design during and after
elections, the findings may vary. Data collection during the election campaign will help elucidate the effects
of the negative and positive political campaigns.

Referring to the demographic distribution of the Pakistani population, 62.60% population of the country
lives in rural areas and 37.40% in urban areas (World Bank, 2021). Therefore, this study recommends
future researchers to conduct a multi-group analysis (MGA) to compare the political characteristics of the
rural and urban population of Pakistan.
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ABSTRACT
Datafication in today’s communicative ecosystem poses a challenge to media and digital literacy, especially with regard
to young people’s participation and civic and democratic engagement. We address this issue using the notion of digital
citizenship, in order to study the gender digital divide as it relates to competence (i.e., skills and knowledge) and the possibility
of leveraging said competence to promote civic education grounded in gender equality in the digital environment. For this
study, we surveyed a representative sample of 600 young people between the ages of 16 and 18 in Spain to gauge their
digital competence through three variables: technical skills, informational skills and critical knowledge. We then performed a
descriptive analysis resulting in percentages, means and standard deviations and a bivariate analysis using significance testing
(T-tests) between the above variables and the gender variable. Results show a relative balance between men and women
in technical and informational digital skills, albeit tipped slightly in favour of women. By contrast, men claim to have more
critical knowledge. Based on these results, we discuss the need to consider the contributions of feminist theories in the field
of technology to develop proposals for teaching digital competence that encourage active digital citizenship based on gender
equality.

RESUMEN
El escenario de dataficación del ecosistema comunicativo actual plantea un desafío a la alfabetización mediática y digital,
especialmente en lo que respecta a la participación y el compromiso cívico y democrático de la población joven. En este
artículo abordamos esta cuestión a partir de la noción de ciudadanía digital con el objetivo de estudiar la brecha digital de
género en términos de capacidades−competencias y conocimientos− y la posibilidad de aprovecharlas para promover una
educación cívica fundamentada en la igualdad de género en el entorno digital. Para ello, mediante una encuesta con una
muestra representativa de 600 personas jóvenes −entre 16 y 18 años− en España, observamos su nivel de competencias
digitales a través de tres variables: competencias técnicas, competencias informacionales y conocimientos críticos. Los
resultados del análisis descriptivo, mediante porcentajes, medias y desviaciones típicas; y bivariado entre dichas variables y
la variable de género mediante pruebas T-test de significatividad, muestran que, si bien hay relativa igualdad de condiciones
entre hombres y mujeres en cuanto a competencias digitales técnicas e informacionales con un ligero dominio de las mujeres,
los hombres afirman tener más conocimientos críticos. Desde ahí, discutimos la necesidad de considerar los aportes de las
teorías feministas en el ámbito tecnológico para elaborar propuestas educativas en competencias digitales que fomenten
desde la igualdad de género la promoción de una ciudadanía digital activa.

KEYWORDS | PALABRAS CLAVE
Digital citizenship, citizenship education, media literacy, critical thinking, gender equality, young people.
Ciudadanía digital, educación ciudadana, competencia mediática, pensamiento crítico, igualdad de género, jóvenes.
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1. Introduction and state of the art
Digital platforms are taking over as the predominant venues for shaping public opinion, effectively

transforming the media ecosystem and posing significant challenges for media literacy (Valtonen et al.,
2019). These corporate platforms employ a business model based on personal data collection and traffic,
leaning into the paradigm of datafication, i.e., the transformation of social actions into quantifiable online
data, using methods that implement “dataveillance”, which involves surveilling people through the use of
their online data (Van-Dijck, 2014). When the Cambridge Analytica case came to light in 2018, it became
known that the company had used personal data to build psychometric profiles to influence electoral
processes such as Brexit and the 2016 United States presidential election. This scandal came as a wake-
up call about the impact of big data and digital-platform-managing algorithms on democratic societies.
Within the discourse on the true effect of algorithm-driven “echo chambers” (Dubois & Blank, 2018), we
subscribe to the idea that these shape “immersive media environments” that affect people’s values and
actions (Cohen, 2018).

Debates on what is meant by digital citizenship and how it can be promoted through education date
back to the beginning of the 21st century (Richardson et al., 2021), but they are now more relevant than
ever given the current state of affairs. This article is a response to the need to digitally empower people
to face the media challenges that question democracy as a system of social organisation. Our research
focuses on young people aged 16 to 18 in their position as citizens close to acquiring full participation
rights. We also specifically hone in on the gender factor, in order to explore whether digital technologies
contribute evenly to young people’s civic engagement.

The research questions guiding our study are as follows: [RQ1] How digitally competent do young
Spaniards claim to be? [RQ2] Are there gender differences in young people’s self-perceived digital
competence? Our hypotheses are: [H1] Young Spaniards will report having better technical and
informational digital skills than critical digital knowledge. [H2] There will be differences between young
men and women regarding their self-perceived digital competence, especially with respect to critical
knowledge.

1.1. Digital citizenship and youth
Digital citizenship can be understood as a multidimensional concept encompassing literacy, competen-

cies, participation, and digital access and divides. However, it is still being defined and addressed in various
fields, including education, communication and political science (Gleason & Von-Gillern, 2018; Panke &
Stephens, 2018). From this discourse, we agree with Richardson et al.’s (2021) systematic review of
digital citizenship, which found the most comprehensive paper to be by Choi (2016). This author defines
digital citizenship as “abilities, thinking and action regarding internet use” and says that it “allows people
to understand, navigate, engage in, and transform self, community, society, and the world” (Choi, 2016:
20).

Relevant here is the proposal by Yue et al. (2019), which identifies two predominant approaches
to digital citizenship in relation to youth. First is the “control approach”, which conceives young people
as passive subjects and “not-yet-citizens”, with digital citizenship adopting a normative perspective. This
approach excludes young people from participation mechanisms and subordinates them to adult-centric
criteria. Second is the “freedom approach”, which views young people as active agents, emphasising
participation and inclusion through digital media. However, this perspective assumes that young people
are digital natives and autonomous users in open and horizontal participatory processes, which implies
understanding digital participation as inherently positive and taking an uncritical view of the datafication
scenario presented above. Again, drawing on Yue et al. (2019), we embrace a third approach that
emphasises the civic aspect of digital participation and the importance of media literacy. This perspective
requires a critical understanding of young people, not as passive subjects or active agents per se, but as
users embedded in a complex, technical, commercial, cultural, social, and political assemblage in two
interrelated environments (offline and online). In practical terms, this approach calls for us to examine the
youth population’s digital practices and, most crucially, any differences within this demographic (Darvin,
2018; Porat et al., 2018).
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1.2. The digital divide and digital competence from a gender perspective
Taking this approach, we draw on Choi’s (2016) conceptual analysis of digital citizenship, which

identifies four major categories: “ethics”, “media and information literacy”, “participation/engagement” and
“critical resistance”. This article expands on the “media and information literacy” category by exploring
the three identified sub-themes: the digital divide, technical skills and psychological capabilities.

The digital divide concept emerged when digital technologies became available and widespread.
Their social impact soon became apparent, namely through an uneven distribution among the population,
whether by gender, class, ethnicity, location, level of education, or other socio-economic and socio-cultural
factors. This phenomenon is also more explicitly referred to under the term “digital inequalities”, which
highlights the link between digital and social exclusion (Helsper, 2021). Nomenclature aside, research
in this area has evolved from technical enquiries about who has access to digital devices and who does
not, to multidimensional studies considering differences in digital uses and skills as a “second-level digital
divide” (Hargittai, 2002). Recently, research on socio-digital inequalities has explored how “digital capital”
(Ragnedda, 2016), digital resources, (internet connection, devices, etc.) and digital capabilities (skills,
competencies and knowledge) can lead to “tangible” benefits outside the digital environment, be they
personal, political, cultural, financial, or social, in what amounts to a “third-level digital divide” (Van-
Deursen & Helsper, 2015; Ragnedda, 2016). On the gender factor in the digital divide, it needs to be said
that technology has historically been a predominantly male domain (Cockburn, 1983; Wajcman, 2004;
Loh, 2019). Research on the digital gender divide is therefore a continuation of these studies (Gurung,
2018).

Thanks to this multi-level, digital competence-embracing perspective, we are able to link the digital
divide to the other twomedia and information literacy sub-themes outlined by Choi (2016). First, technical
skills, which in this article we refer to as “technical digital skills”. According to Choi (2016), these
“represent an instrumental perspective on literacies and competencies, such as how to use new digital
technologies, computers, smartphones and/or tablet PCs” and “serve as prerequisites for advanced internet
activities” (14). Second, psychological capabilities, referred to in this article as “informational digital skills”.
These encompass “cognitive-intellectual abilities to select, classify, analyse, interpret, and understand data
critically [...]; socio-communicative abilities to communicate/network with others, share photos/videos, or
exchange ideas through blogs, podcasts, and/or online discussion forums [...]; and emotional abilities to
learn how to control negative feelings or sympathize with others’ emotions” (Choi, 2016: 14-15). Both
types of skills can be interpreted at the second level of the digital divide.

While Choi’s (2016) proposal does state that digital competencies cannot be reduced to their
instrumental aspect, a consideration shared by Gutiérrez-Martín and Tyner (2012), we also agree with
the latter authors in that media education cannot be reduced to digital competencies either (ibid). We
therefore extend our analysis to include a third component relating to “critical digital knowledge”. This
is based on the premise that, although media literacy and digital literacy belong to the same field, their
key difference lies on the particular focus that the digital aspect places on the structural transformations
imposed on society by the digital environment (Bali, 2019). For this purpose, we follow Mihailidis et al.’s
(2021) proposal to take “critical consciousness” as the central value of a transformative media pedagogy
(here in its digital form), adopting the Freirean approach of “conscientisation” (Freire, 1970), understood
as the “liberating education process through which people [...] acquire a critical awareness of themselves
and reality, which they turn into action, thus affirming themselves as conscious subjects and co-creators
of their historical future” (Díez-Gutiérrez, 2022: 51). Based on this perspective, we add a scale of digital
environment-related knowledge that is considered critical, insofar as it allows users to distance themselves
enough to structurally understand how digital media work.

By further developing this pedagogical approach reinterpreted by Hooks (1994) from an intersectional
feminist perspective, we are able to lay the foundations for a transgressive educational proposal. We
discuss the need and possible features of a type of literacy that draws from the media tradition and focuses
on embracing a critical (Pangrazio, 2016) and feminist perspective (Bali, 2019) when engaging with the
digital environment. A type of literacy that is not only geared towards employment in the labour market,
but also the formation of digital citizenship (Pötzsch, 2019).

© ISSN: 1134-3478 • e-ISSN: 1988-3293 • Pages 107-116



C
om

un
ic
ar
,7

4,
X
X
X
I,

20
23

110

2.Material and methods

2.1. Design

Research design is quantitative and cross-sectional, involving an online survey intended to measure
the self-perceived digital competence of young people aged 16 to 18 living in Spain. This age group
was chosen because they are close to acquiring full citizen participation rights, such as the right to
vote in Spain. The survey was self-administered, i.e., it was completed by the respondents themselves
without the presence of an interviewer, between 23 September and 5 October 2021, with prior informed
consent. Data and participant security and confidentiality were respected following the UNEEN ISO/IEC
27001 standards and the favourable report issued by the Universitat Oberta de Catalunya (UOC) Ethics
Committee under file CE22-PR05.

2.2. Survey

The survey is based on Van-Deursen et al.’s (2016) and Aranda et al.’s (2020) extension of the
Oxford Internet Institute’s (OxIS) WIP Britain 2013, combined with a systematic review of the notion
of “digital youth work” (Fernández-de-Castro et al., 2021). It includes a section of socio-demographic
questions (gender, age, place of residence, etc.) and three further sections comprising 24 questions about
the respondents’ self-perceived digital competence. Because the survey asked young people about how
they perceive their own digital skills and knowledge, their answers may not necessarily match their actual
competence level.

The first and second sections on digital competence asked about technical skills (nine items) and
informational skills (ten items), respectively. Answers were given on a 5-point Likert scale: 1: I don’t
know what this is or what it means; 2: I know what this is but I don’t know how to do it; 3: I would know
how to do this with help; 4: I know how to do this by myself; and 5: I know how to do this and could
teach others. The third section dealt with critical knowledge of the digital environment and included five
items, also measured on a 5-point Likert scale: 1: Nothing at all; 2: A little bit; 3: An average amount; 4:
A fair amount; and 5: A lot.

A principal component analysis was carried out on the proposed scales to check their validity and
Cronbach’s alpha was used to measure their reliability. Regarding the section on technical digital skills,
the analysis showed an acceptable structure for all nine items (KMO=0.910; Bartlett’s test significant with
p<0.001). The structure comprised two components explaining 64.8% of the total variance (40.1% for
the first component and 24.7% for the second); the Cronbach’s alpha coefficient was 0.903 for the first
component and 0.773 for the second. For the section on informational digital skills, the analysis showed
an acceptable structure for all ten items (KMO=0.955; Bartlett’s test significant with p<0.001). A single
component explained 59.9% of the total variance and Cronbach’s alpha was 0.925. For the section on
critical digital knowledge, the analysis showed an acceptable structure for all five items (KMO=0.843;
Bartlett’s test significant with p<0.001). A single component explained 58% of the total variance and
Cronbach’s alpha was 0.819.

2.3. Sample

Data collection was carried out by ODEC, which sent a link to the participants, fulfilling representative
criteria in terms of age, gender, education, and place of residence in Spain. By means of a simple
random sampling strategy, 600 young people completed the survey, taking an average of 13 minutes
per person. The sampling response rate was 62.11%, with a margin of error of 4% for the sample as
a whole, a confidence level of 95% (1.96 standard deviation) and maximum indeterminacy (P=Q=50%).
Subsequently, the stratification was weighted to refine the respondent weights based on the population
data of the final study universe. The reference data for the weighting coefficient were calculated using
the variables “Nielsen area”, “municipality size”, “gender”, and “age” from the latest wave of the Spanish
General Media Study (EGM).
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3. Analysis and results
The results were processed using IBM SPSS Statistics 24®. We first performed a descriptive statistical

analysis of the survey’s Likert scale variables, including calculating means and standard deviations. We also
carried out a bivariate analysis to check the digital competence variables against the gender variable. For
inference, we performed an independent samples T-test to determine whether there was any significant
difference between two groups, with the significance level set at 5%. In what follows, we highlight key
data relating to the respondents’ autonomously self-reported skills. We also cover the knowledge items,
focusing on the figures for knowing a lot or a fair amount. The remaining data are presented in the tables
below.1

With regard to technical skills (Table 1), the results show that 73.4% of young people claim to know
how to install/uninstall basic programs and applications without help. There is hardly any difference by
gender in this regard (73.3% of women; 73.5% of men). Most young people report knowing how to
browse the internet and use related services for everyday purposes, with 80.7% saying they can do this
without help. Again, there is no significant difference by gender (80.7% of women; 80.9% of men).

Fewer young people appear to use content management platforms to produce multimedia publications,
with only 26.6% claiming to know how to do this without help. We do not observe a relevant difference
by gender in this respect. Meanwhile, 58.4% of the respondents say they know how to record, edit and
upload video content to the internet without help. In terms of difference by gender, young women claim
to be more competent in this regard than young men (60.6% vs 56.2%). As for sharing and distributing
digital multimedia content, 69.7% of the young people surveyed say they can do this without help, with
no relevant difference by gender (69.5% of women; 69.9% of men). A total of 66.6% of young people say
they know how to work with others using digital collaboration tools without help; by gender, this breaks
down to 65% of young women and 68.2% of young men. Only 27.8% of young people say they know
how to set up digital services and use tools to increase online privacy and anonymity without needing help;
by gender, this is 29.3% of young men compared to 26.3% of young women. In terms of knowing how to
read and/or write computer code, only 19.2% say they can do this without help, with no relevant gender
difference (19% of women; 19.4% of men). Similarly, few young people claim to know how to repair
and/or service devices without help (25.5%). There is a gender difference here, with the scales tipped in
favour of young men (32.6%) compared to young women (18.3%).

In terms of informational skills (Table 2), 49.4% of young people say they know how to check the
reliability and truthfulness of information without help. Broken down by gender, 48.9% of young women
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claim to have this skill, one percentage point lower than young men. Among young people, 54% say they
know how to classify and filter information to suit their interests without help. By gender, more women
report having this skill than men (55.1% vs 53%). A total of 69.9% of young people say they are able to
find and save information for use when they need it. A considerable difference appears when this figure
is broken down by gender: 73.3% of young women claim to have this skill compared to 66.7% of young
men. With respect to social informational skills, 64.4% of the respondents say they know how to display
self-control when interacting with others on social media and digital forums so as not to react impulsively.
Regarding spotting so-called “trolls” in online discussions, 58.5% of the young people surveyed claim to
have this skill (54.9% of women; 61.9% of men), while 47.3% report knowing how to tell when they are
interacting with a bot (41.9% of women; 52.5% of men).

According to this sample, 68.8% of young people (71.2% of women; 66.4% of men) are able to manage
the various profiles that make up their digital identity. Meanwhile, 68.2% say they know how to adapt their
behaviour according to the standards of each platform. By gender, men come in one point above women
in this respect. Among the young people surveyed, 56.8% report being able to identify their needs and
find tools and platforms to fulfil them without help; women claim to be more competent in this skill than
men (59.1% vs 54.5%). Less than half of the young people in our sample (45.5%) say they are able to take
part in online deliberation and decision-making processes; 17.6% say they know how to do this and could
teach others, while 27.9% say they simply know how to do this alone. By gender, women again come out
ahead (49.0% vs 42.1%).

In terms of critical knowledge (Table 3), 22.9% of the respondents say they know a lot or a fair amount
about the basic features of digital services; men stand out considerably when this figure is broken down by
gender (27.1% vs 18.5%). Of the young people surveyed, 33.6% say they know a lot or a fair amount about
how technology companies use personal data, with men claiming to know more than women (38.4% vs
28.6%). Meanwhile, 18.7% of young people say they know a lot or a fair amount about laws dealing with
issues related to digital technologies.

By gender, the percentage of men is higher in this respect, at 24.6% compared to 18.8% for women.
Only 22.4% say they know a lot or a fair amount about the influence of technology companies on public
policy, a figure that breaks down to 18.7% of women and 25.9% of men. Finally, 31.9% of young
people say they know how the technological devices they use are manufactured; by gender, more men
self-reported such knowledge than women (36.9% vs 26.8%).
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3.1. Bivariate analysis
The results of the bivariate analysis2 (Table 4) reveal trends indicating competence differences between

men and women in two of the three dimensions. The technical skills dimension shows similar results by
gender; men are self-reportedly more competent in five of the items while women, in the remaining four.
However, the difference is more pronounced in the items favouring men, ranging from 11 to 44 percentage
points. The largest gap is in the item on repairing and/or servicing devices. Meanwhile, the four items
leaning in women’s favour show a slighter difference of between 2 and 13 percentage points.

In terms of informational skills, women self-reported higher competence in almost all the items, with
differences of between 7 and 26 percentage points in the mean scores. In addition, the results of the
statistical T-test show significant differences by gender in two items in this dimension, namely in the ability
to “find and save information for use when needed” (P=0.026, N=600) and to “display self-control
when interacting with others on social media and digital forums so as not to react impulsively” (P=0.009,
N=600).

In contrast, the results of the critical knowledge dimension show a tendency for men to be more
knowledgeable. Indeed, they self-reported greater knowledge (from 11 to 33 percentage points) in all the
survey items in this section, with the greatest gap existing in how much the respondents claim to know
about the basic features of the digital services they use.

4. Discussion and conclusions
The 16-to-18-year-olds in our sample belong to Generation Z, a population group that frequently uses

a variety of technological devices every day, which may lead to the assumption that they possess digital
skills. However, as Darvin (2018) points out, such skills cannot be preconceived in terms of age alone;
and as Porat et al. (2018) note, previous studies have shown that time spent online is only relevant when
it comes to technical skills.

According to our findings, although young people’s self-perceived competence in many of the technical
skills is high (above 70%), there are still certain actions they report finding difficult to carry out, which gives
us an answer to [RQ1]. This is a key point considering Van-Deursen et al.’s (2021) observation that
technical skills are essential, for it is impossible to browse the internet or use mobile devices without them.
Regarding the young respondents’ self-perceived lack of knowledge on how to bolster their privacy (only
27.8% know how to use tools to increase privacy and anonymity online), Van-Deursen et al. (2021) note
that this is a widespread feeling amongst users in the Internet of Things era, as “the collection, analysis
and use of collected data is often not transparent to users, making it more difficult to make decisions about
whether or not to use a smart device” (5).

Overall, in terms of technical skills, there are no significant differences between young women and
men, except for the greater competence self-reported by young men in repairing devices. However, as
Weston et al. (2019) argue, the need to improve the technical digital skills of girls and young women
should not be dismissed, as this increases the likelihood that they will go on to pursue higher education in
the traditionally male-dominated fields of science, technology, engineering, and mathematics (STEM).

Differences in informational skills may be linked to the ways in which people perceive and learn to
use the internet, which can differ between age groups and work environments. Previous studies have
suggested that this link is stronger in older age groups than in younger groups (Van-Deursen et al., 2014).
According to previous research, cultural background and level of education have a significant effect, which
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is stronger in technical skills, while gender shows a more defined impact on theoretical knowledge (Gui
& Argentin, 2011; Vod� et al., 2022). When broken down by gender, our results show that informational
skills seem to be fairly balanced overall, although some differences are observed as we go further into detail.
In all, young Spaniards believe they have higher technical and informational digital skills than critical digital
knowledge, which validates [H1].

Low proficiency in certain skills is consistent with De-Vicente-Domínguez et al. (2022), who found
that being a digital native does not necessarily mean possessing digital skills, as many young people display
a number of deficiencies, such as a lack of knowledge of Boolean expressions and search commands and
operators, and unfamiliarity with meta-search engines and specific directories. The authors recommend
that teachers “provide students with useful digital resources to access reliable content of the subject taught,
thus expanding their skills to access digital culture” (De-Vicente-Domínguez et al., 2022: 152).

In terms of critical knowledge by gender, men are self-reportedly much more knowledgeable than
women in all the survey items in this section, which validates [H2]. These results do not bear out an
actual knowledge gap between young men and women in Spain, as the data are based on the respondents’
self-perceptions. However, given the contrast between male “superiority” in these sections and the relative
predominance of young women in the digital skills analysed, these findings can be interpreted from the
perspective that technology, as a social construct, is historically and culturally associated with the male
gender and plays a key role in power relations between genders, reproducing patriarchal logic (Wajcman,
2010). In this regard, our results highlight the need and relevance of developing digital literacy education
programmes that integrate, at their core, the approaches of feminist theories that address the issue of
technology, in order to close the gender digital divide (Gurung, 2018).

Although previous literature frames our analysis within the second level of the digital divide, this paper
offers a first glimpse into the digital skills and knowledge of Spain’s younger population (16-18 years),
as well as a stepping stone towards the third level of the digital divide, which involves harnessing the
potential of digital capital to provide resources and training. By breaking this third level down by gender, we
raise the possibility of linking digital capital and political capital (Ragnedda, 2016) through a critical digital
pedagogy that combines digital skills and knowledge aligned with techno-feminism (Wajcman, 2004) or
cyber-feminism, especially applied to educational settings (Mérida, 2019), both for the use of digital media
as an extension of feminist activism (Sánchez-Duarte & Fernández-Romero, 2017) and for politicising
digital technologies from a feminist perspective (Binder & García-Gago, 2020).

“Feminist internet research” (Perera, 2022), when approached from an intersectional perspective,
provides tools to tackle the previously mentioned problems facing the public sphere. With respect to
dataveillance, it proposes a structural approach that goes beyond personal privacy, shedding light on how
surveillance intensifies among oppressed groups (Kovacs, 2017). Meanwhile, it questions the knowledge
produced by datafication, studies the effects of its unequal distribution of power, and advocates the creation
of pluralist epistemologies and policies (D’Ignazio & Klein, 2020). Regarding artificial intelligence, big
data and the algorithms that govern the current media ecosystem, this approach calls out their biases and
consequent reinforcement of inequalities, while proposing AI governance models that correct these biases
and promote algorithmic justice (Peña & Varon, 2019).

The results of this research have implications in the design of future educational programmes for young
people at the intersection of digital technologies and gender equality, viewing the binary gender approach
used here as a limitation to be overcome by addressing the issues raised by queer theory in the field of
media literacy in the digital environment (Van-Leent & Mills, 2017). While gender equality has been
addressed in the context of formal education (Prendes-Espinosa et al., 2020), as a future line of research
we suggest exploring the enormous potential of non-formal education and social education to apply this
perspective, given the dynamic and fluid nature of young people’s digital practices. Here the focus should
not be so much on technical skills, but on the need to develop informational skills and critical knowledge,
in line with the findings of studies such as Porat et al. (2018), Martinovic et al. (2019) and Jackman et al.
(2021). Education in this respect must be continuous and cross-cutting so that it can adapt to the constant
changes in the digital environment and make the public more competent for future working environments,
as well as more socially, culturally, and politically egalitarian and participatory.
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Notes
1In our presentation of the survey results, we have reduced the Likert scale from five to three variables, merging the options “I know
how to do this and could teach others” and “I know how to do this by myself ” as “I know how to do this” on one side and the options
“I know what this is but I don’t know how to do it” and “I don’t know what this is or what it means” as “I don’t know how to do
this” on the other. Figures under the “Total” heading do not add up to 100% because the tables do not include instances where the
respondent said that they did not know how to answer or did not answer at all.
2Table 4 is attached as supplementary material.
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ABSTRACT
Social networking sites are a new ecosystem of social relations in which adolescents follow public figures or influencers:
instagrammers, tweeters and youtubers. Their behaviour in the posts they publish become a trend and a model for the
new generations. In order to explore these behaviours and their consequences, it is useful to study the behaviour of the
10 instagramers, 10 tweeters and 10 youtubers with the largest number of followers in the world. A mixed method was
employed, combining: social media analysis (SNA) methodology executed by monitoring Twitter, Instagram and YouTube
accounts and their publications (300 posts with the highest number of likes). The FanapageKarma tool was used to capture
data by applying data mining techniques. Subsequently, sentiment analysis was performed using Meaning Cloud software,
determining sentiment polarity analysis quantitatively. Finally, a semantic analysis of the content was performed using Nvivo.
The results of multi-regression and sentiment’s analysis show clear differences between social networking sites. Twitter is a
space for critical analysis of information and social movements, especially climate change. In this space adolescents defend
their values and ideology. Instagram is a showcase for fashion and beauty, where brands support an idealised and desirable
lifestyle. YouTube is a space for entertainment and comedy. It concludes that despite their differences there is one univocal
feature, the effort of influencers to capture audiences and establish parasocial relationships.

RESUMEN
Las redes sociales son un nuevo ecosistema de relaciones sociales en el que los adolescentes siguen a personajes públicos
o «influencers»: «instagramers», «twitteros» y «youtubers». Su comportamiento en los posts que publican se convierte en
una tendencia y un modelo para las nuevas generaciones. Para profundizar en estos comportamientos y sus consecuencias,
resulta de utilidad estudiar el comportamiento de los 10«instagramers», 10«twitteros» y 10«youtubers» conmayor número
de seguidores en el mundo mediante sus publicaciones (300 post con mayor cantidad de likes). Se empleó un método
mixto, combinando: la metodología de análisis de medios sociales (SNA) ejecutada mediante la monitorización de cuentas
de Twitter, Instagram y YouTube. Se empleó el instrumento de FanapageKarma para captar los datos aplicando técnicas
de minería de datos. Posteriormente, se realizó un análisis de sentimiento mediante el software «Meaning Cloud», este
determinó el análisis de la polaridad de los sentimientos de forma cuantitativa. Finalmente, se realizó un análisis semántico de
los contenidos mediante Nvivo. Los resultados de la multirregresión y el análisis de sentimientos muestran claras diferencias
entre las redes sociales. Twitter es un espacio de análisis crítico de la información y de losmovimientos sociales, especialmente
del cambio climático. En este espacio los adolescentes defienden sus valores e ideología. Instagram es un escaparate demoda
y belleza, donde las marcas apoyan un estilo de vida idealizado y deseable. YouTube es un espacio para el entretenimiento y
la comedia. Se concluye que a pesar de sus diferencias hay una característica unívoca, el esfuerzo de los «influencers» por
captar audiencias y establecer relaciones parasociales.
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1. Literature review
The establishment of social networks has meant the structuring of virtual spaces where adolescents

relate and share interests and experiences (Burnette et al., 2017), meeting different social needs (Anderson
& Jiang, 2018; Smith & Anderson, 2018; Throuvala et al., 2019; Vannucci & McCauley-Ohannessian,
2019).

Instagram is a space where social comparison takes place through a canonized model of beauty, that
is, it operates an idealised comparison (Burnette et al., 2017; Kim & Kim, 2019; Schmuck et al., 2019;
Yau & Reich, 2019) that models self-concept (Kim et al., 2017; Verrastro et al., 2020). This situation
is propitious for the emergence of the well-known Instagrammer, users whose function is to influence
the virtual community by showing aspects of their lives and establishing themselves as marketing images
of the companies that sponsor them (Boerman, 2020; Schouten et al., 2020; Weismueller et al., 2020).
The linguistic simplicity and strength of the image means that it is preferred by influencers to capture an
audience (Shane-Simpson et al., 2018).

On the other hand, YouTube is a social network based on audio-video content in which videos about
people’s personal lives and interests (Jerslev, 2016) or celebrities (Ferchaud et al., 2018; Hartmann, 2016)
are regularly presented. In other words, YouTubers are established as video bloggers who regularly post
videos about their lives, interests or skills, propose challenges and participate in conversations with other
users, i.e. a parasocial relationship is generated between influencers and followers (Ashman et al., 2018;
de-Bérail et al., 2019; Genç & Öksüz, 2019). Nevertheless, a study with Spanish teenagers has argued
that the most appreciated values are humour and leisure, that is to say, these users value their comedy and
not the image of a brand that they can represent (Aran-Ramspott et al., 2018). Twitter is considered the
network par excellence of information and communication, being used to debate social, environmental
and political issues, rendering it a thermometer of social concerns (Harb et al., 2020; Neu et al., 2019;
Peres et al., 2020).

In short, teenage influencers are teenagers who narrate and publicly show their lives (fashion looks,
romantic stories, make-up skills, socio-political concerns, etc.) (Ferchaud et al., 2018; Hartmann, 2016)
through social networks, and can consequently be considered child and youth celebrities (Aran-Ramspott
et al., 2018). In most cases, they do not present a transgressive vision but imitate sponsors in the publications
they share (Blasco-García, 2020). Their ability to reach out to the teenager gives them a privileged position
from a marketing standpoint (Bakir et al., 2020; Boerman, 2020; Schouten et al., 2020). In this way, they
favour the transmission of social norms based on consumerism, which not only affects the target population
but also normalizes cruel optimism (Ashman et al., 2018). On the other hand, a dichotomous parasocial
relationship is established between influencers and followers, so that the latter empathise to such an extent
that a physical encounter is not necessary (Ashman et al., 2018; de-Bérail et al., 2019; Genç & Öksüz,
2019). For instance, Bhatia (2018) shows how YouTubers ‘discursively exploit the boundaries’, oscillating
between expert and colloquial knowledge and taking advantage of their discursive competence. In this
way, they show themselves to be participatory and committed, making users feel part of the YouTube
community as they address them, surely read their comments on videos and so forth, thereby generating an
emotional commitment (Bhatia, 2018; Burgess & Green, 2009; Lange, 2014). Specifically, Bhatia’s (2018)
results show how YouTubers carefully prepare their videos, presenting some degree of strategy. Scannell
(2000) argues that conversational quality is a determining factor in sociability. In short, publications on
social networks are far from natural; on the contrary, they show a communicative strategy.

From this perspective, we should ask ourselves why adolescents use social networks. Existing research
findings suggest that adolescents engage in social sharing and self-editing to adjust their views of themselves
to their ideal self. In other words, they seek idealised self-representation (Burnette et al., 2017; Schmuck et
al., 2019; Stockdale & Coyne, 2020). This pursuit of the ideal can reinforce low self-esteem and low self-
concept and even instigate risky eating behaviours (Burnette et al., 2017; Schmuck et al., 2019), although
authors such as Stockdale and Coyne (2020) highlight how, in addition to social comparison, boredom
plays a key role. Authors such as Mäntymäki and Riemer (2014) argue that social network use is mediated
by hedonism, i.e. a search for pleasure and satisfaction in an online life. Others point out that it is the
result of a sense of belonging and self-disclosure, key processes in identity construction at this stage (Davis,
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2012). While the theory of uses and rewards and the theory of self-determination expose the relevance
of controlling relationships, content, presentation and impressions, this may be the same etiology of fear
of missing out (FOMO) and nomophobia (Throuvala et al., 2019). On the other hand, it is necessary
to recognise how authors like de-Bérail et al. (2019) and Hartmann (2016) are based on the theory of
parasocial relations (which try to satisfy those social needs that are lacking). In this sense, people with
anxiety, loneliness or social difficulties rely on parasocial relationships to compensate for their difficulties.
Consequently, a bond is generated between the influencer and their followers.

In terms of coherence, the state of the art shows univocal traits in terms of polarity of feeling in social
networks, with the idealised vision of oneself and any situation being practically hegemonic. Thus, positive
or neutral texts with a high degree of subjectivity abound (Peres et al., 2020; Reyes-Menéndez et al., 2018;
Vizcaíno-Verdú & Aguaded, 2020). However, there are certain dichotomies according to the subject
matter, so that body image, self-expression, travellers, digital life and startups are associated with positivity,
while those related to depression, loneliness and real-world relationships have negative polarity and self-
identity and anxiety are neutral (Saura et al., 2019).

One of the outstanding features of social network publications is the use of the hashtag, a short
fragment headed by # which manages to increase a publication’s visibility and virality (Lipsman et al.,
2012; McGoogan, 2017). Erz et al. (2020) show how the use of hashtags correlates with a person’s
idealized exposure. Similarly, the presentation of consumer elements at the beginning of YouTube videos
increases their market share (van-Reijmersdal et al., 2020). As for the most followed content on YouTube,
Castillo-Abdul et al. (2020) refer to important gender differences, in such a way that boys stand out as
‘gamers’ while girls do so in lifestyle issues.

2. Research questions and objectives
It is important to examine the behaviour of adolescents in partner networks by studying their

relationships with influencers. The following research questions are thus posed: Which posts do
adolescents value most from their influencers? Are there differences according to the social network?
What type of content is best received by the adolescent population?

The general objective of the research is to understand the behaviour of the most relevant influencers
for the youth population in three of the main social networks. To this end, three specific objectives will be
developed: to identify the most influential accounts at present; to carry out a sentiment analysis (polarity,
agreement, irony, subjectivity) of the main contents of their publications with the greatest impact (number
of likes); and to study the differences in the publications of the aforementioned accounts depending on the
social network. Accordingly, the following hypotheses are proposed:

• H1. Within the widespread use of social networks among children and young people, YouTube
and Instagram influencers attract more followers than Twitter influencers.

• H2. The content that most attracts teenagers differs according to the social network and its
function. Twitter has an information and social awareness function, Instagram a space to present
a self-idealised image of oneself, and YouTube playful and entertaining.

• H3. The content with the greatest impact finds justification in the theory of social comparison
and social relations.

3. Dataset(s) and methods
3.1. Sample

The corpus consisted of 100 posts of Instagram, 100 tweets, and 100 YouTube videos, extracted
from the accounts of international child and youth influencers with the largest numbers of followers,
comprising 10 Tweeters, 10 Instagrammers and 10 YouTubers (Table 1). In this sense, the 10 publications
with the highest number of likes from each influencer were chosen. To select the sample, the following
were used: the platforms Hype Auditor (Instagram and YouTube) and Statista (Twitter), which provide
information on the infant-juvenile influencers with the largest numbers of followers after applying the
inclusion and exclusion criteria. However, it was necessary to apply inclusion and exclusion criteria to
find child and youth influencers. The inclusion criteria were: a) accounts aimed at children and young
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people (the contents and topics worked on must be interesting for this age group and follow digital culture
trends); b) content with minors (where the protagonists are children or teenagers); c) minors regarded as
influencers (these channels must have a large number of followers). And, as exclusion criteria; d) family
accounts of social networks (families that present their daily life, adventures and misadventures of their
family nucleus with traditional content); and e) accounts aimed at educational content (accounts aimed
at language learning, music, autonomy, such as Cantajuegosvevo). In this sense, today’s child and youth
influencers belong either to generation Z or centennials (born between 1994 and 2010) or to generation
Alpha (born between 2010 and 2025).

3.2. Data acquisition and procedure
The first part of the study was carried out using the social media analysis (SNA) methodology based

on data mining. The data acquisition was done using Fanpage Karma software from 8 January 2020
to 8 September 2020. We collected 300 posts with the highest numbers using the tool Fanpage Karma.
We followed the indications of previous research, such as Latorre-Martínez et al. (2018) and Lozano-
Blasco et al. (2021). In this sense, the 10 posts with the highest number of likes from each influencer
were selected. In this way, the 100 posts from each social network are proportional. This generated a
considerable volume of data, materialized as key performance indicators (KPIs): number of likes, number
of retweets, commitment and number of fans (Keegan & Rowley, 2017).

The second part of the study was carried out via opinion mining methodology based on the recognition
of linguistic patterns through algorithms (Nguyen & Le-Nguyen, 2018). In other words, a sentiment
analysis (Hu & Liu, 2004) of the 300 publications was conducted. Sentiment analysis analyzes the
emotional character of the messages emitted from natural language, providing a holistic vision of the new
ecosystem generated in social networks (Du�cu & Günneç, 2020; Oramas-Bustillos et al., 2019; Yu et al.,
2013). This was executed using the MeaningCloud tool and the Emotion Recognition pack, allowing it to
be examined in several languages, in response to the linguistic diversity encountered. The third part of the
research corresponded to a qualitative methodology, in which a semantic analysis of the publications was
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carried out. Words with more than four letters were selected in order to avoid semantic categories such
as articles, pronouns and prepositions, instead favoring the appearance of nouns, adjectives and verbs,
because these reflect, to a greater extent, the complexity of speech (Krippendorff, 1980). In addition, this
selection allowed us to recognize the appearance of “hashtags”. In the same way, we operated according
to synonyms by grouping words according to their meaning. This section was carried out by means of the
qualitative software NVivo.

3.3. Instruments
“Fanpage Karma”: this application allowed web analysis and the monitoring of partner networks such

as Instagram, Twitter and YouTube, allowing the study of consumer trends. This platform has been used
to capture data from the main channels of child and youth influencers (Keegan & Rowley, 2017).

MeaningCloud Emotion Recognition Pack: this application was used in data mining to perform
sentiment analysis through semantic recognition by algorithms. It is based on Robert Plutchik’s theory
of the ‘emotion wheel’. In addition, it allows text input in different languages, making it possible to cater
for linguistic diversity. The variables it studies are polarity, agreement, irony, subjectivity and confidence
for polarity analysis. The reliability of this software is presented in previous research (Sharma & Hoque,
2017; Song et al., 2022; Xu et al., 2022). These variables were categorized and worked on according to
the principles of Barton and Lazarsfeld (2015), Kale and Jayanth (2019), and León and Montero (2015).

NVivo: this is specialized qualitative research software. This one is specialized in making semantic
analysis of content, generating word frequency and clouds of branched graphic words. It also supports
different information, including text (Twitter), video and audio (YouTube) and text and image (Instagram).

4. Analysis and findings
The results returned by MeaningCloud expose diversity in the polarity of feelings among social

networks (Figure 1).

The network with the most critical language is Twitter, presenting a higher rate of negative than
positive polarity, in contrast to Instagram and YouTube, where the opposite occurs. While Instagram’s
position has some similarity to Twitter, 85% of YouTube’s content was categorized as positive, with residual
negative content. As for the other variables in terms of sentiment analysis (Figure 1), the confidence
index on polarity, although high, varies according to the network: Instagram registered 99.51%, Twitter
98.57% and YouTube 80.98%. As for the remainder of the variables, there are differences. Subjectivity
indicates that although the most followed content on Instagram and Twitter is of an objective nature, that
is, describing a fact or product, YouTube has a high rate of subjectivity, that is, the most followed content
is personal opinion. YouTube consistently presents a higher level of affectivity (disagreement) than Twitter
and Instagram, that is, its language is loaded with emotion, especially pleasant feelings. Similarly, it is
unsurprising that YouTube also presents a higher rate of irony, ironic content on Twitter and Instagram
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being minimal. Consequently, H1 is accepted, as YouTube and Instagram are more active than Twitter
among the younger generation.

Pearson’s correlations show strong andmoderate relationships between the sentiment analysis variables
of the three social networks (Table 2). However, simple forward regression tests on polarity reveal that
not all variables have the same weight on the three social networks (Table 3).

Initially the polarity of Instagram is explained by 27.1% (R2=0.271, p<.000), the role of subjectivity
and the level of confidence being statistically significant. That is, the number of terms referring to pleasant
or unpleasant feelings is explained by the degree of subjectivity (writing of a fact or product, or personal
vision or opinion) used in a message, together with the level of confidence in the success of the polarity.

Similarly, the polarity of Twitter is explained by 39% (R2=0.390, p<.000), by the level of subjectivity
and the level of trust. Although YouTube shows different behaviour, its polarity is explained in 79.3%
(R2=0,739, p<.000) by the agreement variable and subjectivity. That is, its polarity is determined by the
number of emotionally charged words and the use of terms that denote a personal opinion or vision (Table
3).

As for the semantic analysis of the language most used on social networks, it can be said that the total
sample was composed of 24,664 words in English, Spanish, Portuguese and Russian. The search for
so-called stop-words was applied automatically. These words are recognised as meaningless (regardless
of the number of letters they have) and must be eliminated before the semantic study.

The distribution of the most used words is a function of the level of density, generating word clouds
(Figure 2). In this sense, if we analyse in depth the most frequent terms, we find differences in the themes
of each social network. On the one hand, Instagram exposes a universe of terms aimed at stimulating
interaction with users’ followers: “answer”, “comment”, “love”, “follow”, “like”, “photo”. In this way,
users seek to promote influence among their followers, demanding attention and greater interaction while
presenting themselves as subjects’ worthy of following.

As far as Twitter is concerned, the most used terms are sustainability and adjectives that express social
movements or actions, such as “climate”, “crisis”, “needs” and “person”. Two hashtags even appear:
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“#facetheclimateemergency” and “#flattenthecurve”. The use of ‘https’ is also surprising, as it shows how
Twitter is not only a text space but also a video one. Finally, YouTube exhibits behaviour similar to that of
Instagram, in that the most used words refer to a conversation between a YouTuber and their followers, in
which the former repeatedly launches terms to maintain attention: “cool”, “look”, “just”, “really”. In other
words, influencers respond to a monologue-like narrative in which the sender refers to their audience: the
content most supported by the adolescent population varies according to social network. In short, H2 is
fulfilled, as the three networks studied manifest differences in their most-shared content, Instagram being
a space of self-representation, Twitter of awareness of social movements and ecology and YouTube of
purely playful entertainment.

On the other hand, the stream graph (Figure 3) shows the behaviour of the five most-used words
in the 20 publications of greatest impact. Instagram shows how the terms “amores” (Spanish language,
the translation is loves) and “vou” (Portuguese language, the translation is you), which are both used to
address followers, remain constant and are interrelated with the words “comment”, “reply” and “photo”.
In other words, the publications that teenagers like the most have as their backbone those that ask for help
to increase the Instagrammers’ own popularity.

On Twitter, there is a thematic line related to social and political actions (“leaders”) to stop climate
change – “climate”, “crisis”, “#facetheclimateemergency” – mostly accompanied by videos and other
“https” links. As far as YouTube is concerned, there is a strong degree of homogeneity, with the terms “like”,
“gonna”, “okay”, “just” and “I’m’ succeeding each other in a regular way”. In other words, a narrative is
presented in which the YouTuber interacts and seeks the complicity of their followers. In short, as in the
case of Instagram, the publications with the greatest number of likes are those in which the influencers
address their followers directly, seeking their direct interaction. Thus, H3 is fulfilled: the contents with
the most impact are those where a parasocial relationship is established to influence followers.

In terms of hashtags, there are important differences between Twitter and Instagram. On Twitter there
are two main topics: the school climate strike (“#FaceTheClimateEmergency” (30%), “#climatestrikeon-
line” (30%), “#fridaysforfuture” (7.50%), and “#schoolstrike4climate” (6.25%)) and COVID-19 and the
social actions resulting from it (“#flattenthecurve” (6.25%), “#StayAtHome” (6.25%)). These two themes
are strongly connected with the current social reality.
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Even though Instagram presents greater variety and dispersion, it is striking how a significant
percentage refers to brands: “#SHEIN” (12.50%), “#nyxcosmetics_en” (9.37%), “#Zalan-doStyle”
(6.25%), “#LGG8X” (3.12%) and “#APPLE” (3.12%). In this case, main Instagram topics are linked
with marketing of fashion and technology brands.

5. Discussion and conclusions
Social networks operate within adolescents’ everyday lives. The establishment of parasocial relation-

ships between followers and influencers (Instagrammers, YouTubers and Tweeters) is of considerable
importance for teenagers today. The differences between the social networks Instagram, Twitter and
YouTube operate according to the different functions they perform, the results being consistent with
previous publications (Throuvala et al., 2019; Vannucci & McCauley-Ohannessian., 2019).

Although all social networks are regularly used by the adolescent community (Anderson & Jiang, 2018;
Smith & Anderson, 2018), the level of active participation seems to be mediated by the social network in
question. In this regard, the results of fans and number of likes agree with previous studies indicating that
YouTube is the most used platform among this population (Anderson & Jiang, 2018; Ofcom, 2017).

With respect to the sentiment analysis, similar results to previous investigations have been obtained.
The contents of the study have considerable positivity or neutrality while also presenting significant
subjectivity (Peres et al., 2020; Reyes-Menendez et al., 2018; Vizcaíno-Verdú & Aguaded, 2020).
However, it should be noted that there are differences among the social networks, with Twitter being
the most critical and objective and YouTube being the most positive and subjective. The results of the
correlations and regressions specify how the polarity presents disparate actions. In the cases of Instagram
and Twitter, the polarity is explained by “subjectivity” in moderate percentages. By contrast, the polarity of
YouTube is the result of “agreement” and “subjectivity” in a high percentage. In summary, the sentiment
analysis shows that, in the case of YouTube, messages are charged with “positive” emotions and personal
views, as opposed to Twitter and Instagram.

On the other hand, we agree with Saura et al. (2019) that posts with a “real-world relationship”
theme, especially those related to environmental policy violations, have a strong negative charge. In the
same way, the categories body image, self-expression, travellers, digital life and startups have a positive or
very positive polarity, being common in videos about the YouTubers’ lifestyles or in Instagram publications.
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Similarly, the semantic analysis of the word densities (word clouds), stream graphs and hashtags most used
in publications with greater impact, has revealed significant differences among the social networks. Firstly,
we agree with Blasco-García (2020) that posts do not present a transgressive image, but follow the fashion
of the moment. It is necessary to make an important reflection on the use of the hashtag. The use of this
technique increases visibility and virality, as can be seen in the results of this research, in line with previous
studies (Lipsman et al., 2012; McGoogan, 2017).

However, there are profound differences between Twitter and Instagram in terms of the use of
hashtags: whereas on Twitter its use responds to a social movement, on Instagram it pertains to fashion,
cosmetics and technology brands, as also noted in previous research (Bakir et al., 2020; Boerman, 2020;
Schouten et al., 2020). Indeed, Instagram is much more than a mirror to proclaim an ideal self, but
rather a platform to engage an audience, based on communication that encourages interaction: “respond,
picture, comment, love”. In other words, the results are consistent with Shane-Simpson et al. (2018),
who demonstrate how this social network is used to capture an audience, while its outreach to adolescents
renders it a marketing tool (Bakir et al., 2020; Boerman, 2020; Schouten et al., 2020).

Besides that, if interest is focused exclusively on word density (word clouds) and stream graphs, similar
communicative features can be identified, although with different themes. At first glance, one can note
how Instagram refers to a world of self-representation, where social comparison is generated through
selfies, attending to a canon of beauty (Burnette et al., 2017; Schmuck et al., 2019; Verrastro et al., 2020;
Yau & Reich, 2019). Followers show their emotional attachment to publications in which Instagrammers
ask them to collaborate or increase their influence. On another note, Twitter deals with social changes and
actions, which turn out to be the thermometer of social concerns in the case of adolescents, for instance
climate change (Neu et al., 2019; Peres et al., 2020). Teenagers present the social value generated by
this age group as well as their ability to reason and defend their ideas and values. YouTube collects
action verbs needed for humorous storytelling by both gamers and lifestyle bloggers, consistent with Aran-
Ramspott et al. (2018) and Castillo-Abdul et al. (2020). The most relevant publications are those in which
the YouTuber asks for attention and collaboration. The use of this type of expression coincides with the
results of Bhatia (2018) and Scannell (2000) in such a way as to show a communicative strategy to achieve
commitment and active participation. The use of terms that facilitate the establishment of communication
among Instagrammers (“respond”, “comenten” (translation comment), “loves”, “photo”, “vou” (translation
you) and YouTubers (“I’m”, “gonna”, “okay”, “just”, “like”) responds to the need to establish a parasocial
relationship.

In this way, an affective bond and emotional commitment is generated between influencer and follower
(Bhatia, 2018), which is rewarded by followers giving “likes”. In this sense, these results coincide with
previous studies that either explain this relationship or the extent to which these influencers normalise
certain behaviours (Ashman et al., 2018; de-Bérail et al., 2019; Hartmann, 2016). In other words, the
publications with the greatest scope are those in which a celebrity seeks their followers’ participation,
which, in the eyes of authors such as de-Bérail et al. (2019) and Hartmann (2016) could be indicative of
high rates of loneliness and social difficulties, leading them to seek refuge in parasocial relationships.

This study is not without its limitations. First, the context of the pandemic must be taken into account,
as this element may have increased connectivity for adolescents. On the other hand, it was not possible
to find studies with which to make a true comparison of the results due to the speed with which new
communication mechanisms and platforms are incorporated. On the other hand, the tools used are
constantly changing and developing. Therefore, it is necessary to replicate this research in the coming
years with more up-to-date and cutting-edge software. Similarly, it is necessary to generate longitudinal
studies involving the study of a larger number of publications. Finally, given the pseudonymisation and
the margin for lies inherent to social networks, bigdata research in this field has a limitation in the study of
attitudes. This is because we will never be able to access what these people really think and feel, but only
their behaviour in networks. For this reason, it seems interesting to carry out a study of the behaviour of
influencers and their followers on all their profiles on all the social networks they have, including emerging
channels such as TikTok or Twitch. In this way, it would be possible to analyse whether it is a behaviour
adapted to the characteristics of the network used, such as market demand, or a behaviour maintained
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in networks and over time, more similar to a study of attitudes. It would be interesting to carry out this
study in a few years’ time and observe changes in behaviour between today’s adolescents and those in
the future: will face-to-face social relationships have disappeared? Did social rules and social behaviour
change in adolescents? Is the concept of friendship changing in adolescence? Do adolescents feel lonely
and therefore establish parasocial relationships through social networks? Are adolescents’ capacities for
social relationships diminishing? What role do social networks such as Instagram play in marketing and
attracting teenagers as customers? And as advertisers or marketers? Will new behaviours emerge linked
to new social networks, with new features, such as TikTok or Twitch? As for the direct implications of
this research, it is necessary to highlight how it has allowed us to understand what aspects are most valued
by the digital community of children and youth influencers. Likewise, the behavior of influencers in this
age group is different depending on the social networking sites used.
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